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Abstract

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL),

Upton, U.S.A. has been designed to artificially create the extreme conditions for Quark

Gluon Plasma (QGP). In heavy ion collisions different probes for searching the QGP has

been studied by correlating the various information from the produced particles.

The study of charged particles produced in Au+Au and Cu+Cu collisions at
√
sNN=200

and 62.4 GeV and photons produced in Au+Au collisions at
√
sNN=200 and 62.4 GeV,

collected by Solenoidal Tracker at RHIC (STAR), BNL, U.S.A. has been presented. The

detailed information about the charged particles is collected from the Time Projection

Chamber (TPC) and of photons from the Photon Multiplicity Detector (PMD).

The photons are produced at all stages of the collisions and don’t interact with the

created matter, therefore, gives direct indications about the nature of matter created in

heavy ion collisions. We present the study of energy dependence of photons elliptic flow

using two different methods in Au+Au collisions at 200 and 62.4 GeV. The photons are

collected in the region −3.7 < η < −2.3 using the Photon Multiplicity Detector in the

STAR experiment.

We present STAR measurements of elliptic flow (v2) from two- and four-particle cu-

mulants (v2{2} and v2{4}) for Au+Au and Cu+Cu collisions at center of mass energies
√
sNN = 200 and 62.4 GeV. The difference between v2{2}2 and v2{4}2 is related to v2

fluctuations (σv2) and non-flow (δ2). Since it is not possible to disentangle v2 fluctuations

and non-flow in this study, we present an upper-limit on v2 fluctuations (
σv2
v2

)max under

the assumption of zero contribution from non-flow. Following the assumption that ec-

centricity fluctuations σε dominates v2 fluctuations i.e.
σv2
v2
≈ σε

ε
, we derive the non-flow

(δ2) required by data if different models correctly describe the eccentricity flucutations.

These tests based on the difference between v2{2}2 and v2{4}2 may be used to constrain

or eliminate eccentricity models of heavy ion collisions. We also present the comparison

of eccentricity scaled v2 using the eccentricity from different models. Elliptic flow results

have been compared with three different eccentricity models viz., Monte Carlo Glauber for

Nucleon as Participants (MCG-N), Monte-Carlo Glauber Model for Constituent Quarks

as Participants (MCG-Q) and Color Glass Condensate based Monte-Carlo Model (fKLN-

CGC). The saturation of eccentricity scaled v2 for the fKLN-CGC model is consistent

with nearly perfect hydrodynamics behaviour for the heavy ion collisions at RHIC.
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Chapter 1

Relativistic Heavy Ion Collisions

1.1 Introduction

The main goal of Relativistic Heavy Ion Collisions [1–4] is to study the properties of

strongly interacting matter and QCD phase transitions. Relativistic heavy ion collisions

are the only mean to compress and heat up matter in the laboratory to search for the

formation of quark-gluon plasma supposed to be existed in first few microseconds after

the big bang and possibly exists in core of neutron stars as predicted by quantum chro-

modynamics. The heavy ion collisions are well studied to produce conditions similar to

those prevalent in the early universe. The probes to study Quark-Gluon Plasma in heavy

ion collisions have been discussed.

1.2 Quark Gluon Plasma (QGP)

The Relativistic Heavy Ion Collisions are used to study the nature of the strongly interact-

ing matter by creating extreme conditions of very high temperature and energy-density.

The QCD in such extreme conditions predicts a phase transition to a new state of matter

called quark gluon plasma (QGP) [5,6]. The transition to the deconfined phase is associ-

ated with a rapid increase in energy-density with temperature and a more gradual increase

in pressure [7, 8]. The energy-density and pressure give information about the equation

of state and hence, about the basic degrees of freedom. Figure 1.1 shows energy-density
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as a function of temperature [9], where Tc represents the critical temperature. These cal-

culations are performed for non-zero temperature and non-zero chemical potential. The

ε/T 4 is proportional to number of degrees of freedom. At critical temperature Tc ≈ 170

MeV, ε/T 4 increases rapidly which indicates increase in degrees of freedom, showing the

quarks and gluons becomes the relevant degrees of freedom. The arrows indicate the

Stefan-Boltzmann limit:

ε = g
π2

30
T 4, (1.1)

where g is the number of degrees of freedom. For hadron gas, the number of degrees of

freedom are given by the three pion states (π+, π−, π0), i.e., g=3, Eq. 1.2 becomes:

ε = 3
π2

30
T 4, (1.2)

In the QGP phase, the number of degrees of freedom are determined by quarks and gluons,

which becomes very large as compared to hadron gas phase and energy-density is given

as :

εQGP =
(

16 +
21

2
nflavour

)
π2

30
T 4, (1.3)

The critical temperature depends on the number of flavors and the mass of quark. The

blue line in the Fig. 1.1 shows the expectations for three light quark flavors, the red shows

the two light quark calculations and the green curve shows the calculations for two light

quarks (u,d) and a heavy quark (s).

The highest temperature that has been attained in collisions of Gold nuclei acceler-

ated by Relativistic Heavy Ion Collider at Brookhaven National Lab (BNL) is expected

to be above the lattice QCD predicted value of critical temperature/energy-density. The

experimental observations of properties of matter in the extreme conditions of tempera-

ture and pressure significantly extend our understanding of one of the most fundamental

interactions and the equation of state of nuclear matter.

2
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Figure 1.1: Lattice calculations of Energy density as a function of temperature [9].

The phase diagram for the nuclear matter in terms of net baryon density (µB) and

temperature is shown in Fig. 1.2. The Lattice QCD predicts boundary in the phase

diagram separating the matter dominated by hadronic degrees of freedom from the matter

dominated by quark-gluon degrees of freedom. The boundary between the two is called

‘QCD phase boundary’. The point in the phase diagram where first order phase transition

ends is called ‘critical point’. The region close to µB ∼ 0 shown with dotted line represents

the rapid crossover with no real transition. The only region known in this matter is

hadronic matter, everything else are lattice predictions. The space-time evolution of heavy

ion collisions with longitudinal coordinate z and the time coordinate t is also shown in

Fig. 1.3. Let us consider the head-on collision of two Lorentz contracted nuclei along the

beam axis taken as z-axis. Soon after the collision of nuclei at (z, t)=(0,0) the nucleons

inside the overlap region start interacting to produce matter with densities much higher

than normal nuclear matter density. If the amount of energy-density deposited in small

interaction region in heavy ion collisions becomes large enough and temperature of system

reaches the critical temperature, then phase transition is supposed to occur and region
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containing deconfined quarks and gluons formed i.e. QGP. The expansion of system is then

governed by QGP equation of state. During the hadronization system is likely to evolve

through the mixed phase of quarks, gluons and hadrons. The complete hadronization of

quarks and gluons results in hadron gas which continue expansion upto chemical freeze-

out temperature/time at which their relative abundance doesn’t change. The cooling of

system so that even hadrons don’t interact elastically, gives rise to kinetic freeze-out.

The relativistic heavy ion experiments have been performed with Alternating Gra-

dient Synchrotron (AGS) at Brookhaven National Laboratory, U.S.A., Super Proton

Synchrotron (SPS) at CERN, Geneva and Relativistic Heavy Ion Collider (RHIC) at

Brookhaven National Laboratory, U.S.A. at center of mass energies
√
sNN = 4.75, 17.2,

200 GeV respectively. The Large Hadron Collider (LHC) at CERN, Geneva has recently

taken first data for Pb+Pb collisions at center of mass energy
√
sNN = 2.76 TeV.

Since particles after the kinetic freeze-out are detected by the detectors, therefore, most

of information about the early stage of the collisions washed out by final state interactions.

However, there are number of signatures [10–14] which provides the information about the

QGP and early stages of the collisions.

RHIC collisions have provided us an opportunity to study QCD at finite temperature

and very high energy density. However, in an actual heavy ion collision which evolves

as dynamical system, the sufficient conditions for matter to exist as QGP may only be

achieved partially.

1.3 QGP Probes

In relativistic heavy ion collisions, under the conditions of high density and temperature,

deconfined state of quarks and gluons called QGP is expected to form. The hadrons made

from deconfined phase are supposed to give information about the QGP phase. Photons

and dileptons don’t interact with the created matter and give direct indication about the

nature of matter but they are difficult to study due to small cross sections. The hadronic

observables are most commonly studied particles to probe the matter created in heavy
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Figure 1.2: A schematic phase diagram of strongly interacting matter.

ion collisions. In the following section, some of the basic probes of QGP are discussed.

1.3.1 Direct Photons

The direct photons and dileptons provide information about the early stages of the colli-

sions as they are not affected much by the later stages of the collisions. In QGP the direct

5
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Figure 1.3: Space-time evolution of the heavy ion collisions.

photons are mostly created by the process,

q + q̄ → γ + g (1.4)

This process is called annihilation process and represented by the Feynman diagrams in

Fig. 1.4 and the other process,

q + q̄ → γ + γ (1.5)

is also allowed process but the probability for its occurrence is smaller by a factor of the

order of αe/αs or about 0.02. Where αe is electromagnetic fine structure constant and αs

is related to strong interactions coupling constant g as:

αe =
e2

4π
, αs =

g2

4π
(1.6)
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Annihilation Process Compton Process

Figure 1.4: The Feynman diagrams for the processes which leads to the production of
photons in the Quark Gluon Plasma. The Processes (a) and (b) represents annihilation
process, (c) and (d) represents Compton process.

Because αe << αs, only the annihilation process is considered for direct photon production

from QGP phase.

The gluon can interact with the a quark or anti-quark to produce a photon by the

reactions,

g + q → γ + q (1.7)

g + q̄ → γ + q̄ (1.8)

These reactions are analogous to Compton scattering of the photons, hence called

Compton processes. The produced photons interact with particles in the collision region

only through electromagnetic interactions. Therefore, the mean free path of photon is

expected to be too large and photon may not suffer any collision after it is produced.

Also the production and momentum distribution of photons depend upon the momentum

distribution of quarks, anti-quarks and gluons in the plasma. The rapidity distributions

of direct photons reflect the initial rapidity distribution of produced mesons or directly

the QGP [15]. Hydrodynamical calculations show that the temperature of the photons

spectrum is reduced in the events of first order phase-transition to QGP [16–18]. The pT

distribution of direct photons can be used for this study. Figure 1.5 shows the photon

7
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QGP-Thermal Jet-photon

NLO-pQCD

Figure 1.5: Direct photons spectrum for Au+Au 200 GeV by PHENIX experiment at
RHIC.

spectrum for most central Au+Au collisions at 200 GeV obtained in PHENIX experiment

at RHIC. The blue solid lines represent the photon yield from pQCD and black solid

line represent the total photons yields from pQCD+QGP+HG. The spectrum obtained in

PHENIX shows consistency with NLO-pQCD (Next-to-Leading Order-Perturbative QCD)

predictions.

Figure 1.6 shows the direct photon measurements from WA98 experiment at SPS at

√
sNN =17.3 GeV [19]. The invariant direct photon multiplicity for central Pb+Pb colli-

sions has been shown. The model calculations [20] with the assumption that chemically

and thermally equilibrated quark-gluon plasma is formed at τ0 = 1/3T0 are also displayed.

The QGP is assumed to expand, cool, enter into a mixed phase and attain freeze out from

a hadronic phase. QM represents the radiations from QGP and mixed phase. HM rep-

resents the radiations from hadronic matter in the mixed and hadronic phase. T0 and τ0

are the initial temperature and initial time of the system.
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Figure 1.6: The invariant direct photon multiplicity for central Pb+Pb collisions at 17.3
GeV obtained in WA 98 experiment.

1.3.2 Strangeness Enhancement

Strangeness Enhancement is one of the signatures of the QGP [21]. The strangeness

content in the hadronic matter and in a quark-gluon plasma is different [22–28]. The s

and s̄ quarks are enhanced in quark gluon plasma [24]. As, in a QGP scenario, quarks

and gluons are produced in abundance. The two main production channels for ss̄ are,

q + q̄ → s+ s̄ (1.9)

g + ḡ → s+ s̄ (1.10)

If ss̄ production is considered from qq̄ interactions, it would take about 8 times the lifes-

pan of a QGP fireball to attain chemical equilibrium in strangeness. So, it was proposed

that many quark-antiquark pairs are created dominantly by gluon-gluon fusion. In the

QGP region, the energy available is so large that the temperature attained is of the same

order as mass of strange quark. In such a case the coupling of gluons to the strange quarks

would be similar to that with light quarks and as a result, strange quarks/antiquarks would

be produced more frequently as compared to nucleon-nucleon collisions. The strangeness

9
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enhancement in a baryon rich matter can also be a result of Pauli exclusion principle.

Since initially the u and d quarks are in the abundance as compared to s quarks, the uū

and dd̄ pair production is prohibited by Pauli exclusion principle, which is not the case for

ss̄. Furthermore, the u and d quarks annihilate respectively with the ū and d̄ antiquarks,

while ss̄ annihilation occurs less frequently until the saturation of s and s̄ abundances.

The strangeness enhancement is observed in terms of strangeness enhancement factor.

It is defined as the yield per participating nucleon of a given type of strange particle in

heavy ion collision relative to strange particle yield in a some reference system (e.g. p+ p

collision at RHIC).

Figure 1.7: Mid-rapidity E(i) as a function of 〈Npart〉 for Λ, Λ̄ (|y| <
1.0),Ξ−,Ξ+,Ω−,Ω− (|y| < 0.75) and inclusive p(|y| < 0.5). Boxes at unity shows un-
certainties combined in the p+ p data [30].

.
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The strangeness enhancement has been studied at AGS, SPS and RHIC. The strangeness

enhancement has been observed in Au+Au and Cu+Cu collisions at RHIC [29]. The en-

hancement yield E(i) is defined as:

E(i) =
Y ieldAA(i)〈NNN

part〉
Y ieldNN(i)〈NAA

part〉
(1.11)

Figure 1.7 shows the strangeness enhancement yield vs. < Npart > observed in Au+Au

and Cu+Cu collisions at mid-rapidity for different particles. No enhancement has been

observed in p + p collisions. Strangeness enhancement is seen in Au+Au and Cu+Cu

collisions, especially in the more central collisions, when compared to the 〈Npart〉 scaled

p + p data from the same energy. In the Au+Au and Cu+Cu collisions, strangeness

enhancement is found to increase with centrality and strangeness content.

1.3.3 High pt Suppression

The energetic partons are also produced in relativistic heavy ion collisions due to the

hard scattering. The interactions of these high energy partons with the medium can also

provide probes for produced medium. The hard partons (jets) interact with the medium

and thus suffer energy losses. The amount of energy loss reflects the gluon density of the

medium. It was proposed that energy loss of the partons in QGP is much higher than that

in normal hadronic matter. This phenomenon leads to the jet quenching [31–33], which

is defined as the suppression of high pT hadrons in the nucleus-nucleus collisions relative

to that in a p+p collision scaled by number of elementary nucleon-nucleon collisions. The

observable commonly used for this comparison, the nuclear modification factor defined as:

RAB(pT ) =
d2NAB/dpTdη

TABd2σpp/dpTdη
, (1.12)

where d2NAB/dpTdη is the differential yield in A + B collisions, d2σpp/dpTdη is

the measured differential cross section for p + p inelastic collisions. The term TAB =

〈Nbin〉/σppinelastic, where 〈Nbin〉 is mean number of binary nucleon-nucleon collisions, is intro-

duced to account for the nuclear geometry. RAB is unity if A + B collision is superposition

11
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of p+ p collisions.

Figure 1.8: RAB for d+Au and Au+Au collisions.

Figure 1.8 shows the RAB for minimum bias central d+Au and Au+Au collisions. It

is observed that RAB > 1 for 2 < pT < 7GeV/c for d+Au collisions. The RAB shows

the prominent suppression in hadron production at high pT in Au+Au central collisions.

Figure 1.9 shows the latest results for RAA in the ALICE experiment at Large Hadron

Collider and their comparison with results from STAR and PHENIX experiments at RHIC.

At LHC, the suppression is more than that of RHIC energy.

Also, high pT suppression in central Au+Au collisions can be calculated by comparing

hadrons spectra in central and peripheral Au+Au collisions. The term RCP (Fig. 1.10)

used for this is defined as

RCP =
〈Nperipheral

bin 〉d2N central/dpTdη

〈N central
bin 〉d2Nperipheral/dpTdη

(1.13)

where d2N central/dpTdη and d2Nperipheral/dpTdη are differential yields in central and pe-

ripheral collisions. N central
bin and Nperipheral

bin are number of binary collisions. Figure 1.10
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Figure 1.9: Recent calculations of RAA in ALICE experiment at Large Hadron Collider
and comparison with RHIC results.
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shows the high pT suppression observed in the PHENIX experiment.

Figure 1.10: RCP observed in PHENIX experiment.
,

1.3.4 Jet Quenching

Dihadron azimuthal correlations can also be used to study the effect of jet quenching. The

azimuthal correlations of high pT particles from jets show narrow near side correlation

and broader away side correlation. This is known as jet quenching, wherein away side

jet is suppressed due to energy loss while traveling through the medium. Figure 1.11

shows azimuthal correlations of high pT particles in p+p, d+Au and Au+Au collisions.

The Ntrigger is the number of particles which lie in the pT range, 4 < ptrigT < 6 GeV/c,

referred as trigger particles. The associated particles in the same event lie in the range

2 < pT < ptrigT . The near side and away side peaks are visible in p+p and central d+Au

collisions but in central Au+Au collisions, only near side peak is visible while the away

side peak disappeared. The away side peak suppression occurs only in case of central

Au+Au collisions because of interactions of particles with the larger medium.

14
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Figure 1.11: Dihadron azimuthal correlations for p+p, d+Au and Au+Au collisions.
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1.3.5 J/ψ Suppression

J/ψ is a bound state of a charm quark c and an anti-charm quark c̄ . The QCD predicts

that the production of J/ψ is suppressed when there is phase transition from confined to

deconfined phase of quarks and gluons. Therefore, J/ψ suppression [34] is also a clear

signal of QGP. In the nuclear collisions, J/ψ are produced at very early stage of the

collision by the hard and prethermal interactions. If the collisions produce the deconfined

matter i.e. QGP then c and c̄ produced in the early stages cannot bind to form hadrons

while passing through the deconfined phase and just fly apart from each other. Also

during the hadronization, the production of c and c̄ is strongly suppressed due to its

heavy mass. Therefore, it is unlikely that c(c̄) produced during the early stages find

another c̄(c) produced during the hadronization to form J/ψ. Therefore, the production

of J/ψ is suppressed in case of QGP production.

Deconfinement can be understood as a consequence of color charge screening in the

dense matter. The color charge of quark in QGP is screened due to the presence of

quarks, anti-quarks and gluons in the plasma. This screening is called “Debye screening”.

The Debye screening weakens the forces between c and c̄, thus support the dissociation

of J/ψ at high temperature which results in suppressed production of J/ψ. Consider a

non-relativistic treatment of cc̄ spectra with potential of the form

V (r) = −α
r

+ σr (1.14)

which is sum of attractive coulomb potential and a confining linear potential. In the

presence of deconfined medium, there is no confining potential and coulomb potential get

screened,

V (r) = −α
′

r
e−r/rD (1.15)

If the Bohr radius of the cc̄ is larger than the screening length rD, then J/ψ state will

dissociate into its constituents i.e., bound state of cc̄ will not exist. Thus, deconfinement

takes place when the rD falls below the size of common hadrons. However the bound
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state of heavy quarks has much smaller binding radii and hence, can survive beyond the

deconfinement point.

NA3
8/N

A50

Figure 1.12: Bµµσ(J/ψ)/σ(DY ) as a function of L, a varialbe related to normal nuclear
absorption calculated using Glauber Model. Anomalous suppression (red triangles) found
by NA collaboration in Pb+Pb collision at 158 GeV.

Anomalous J/ψ suppression observed by NA 50 collaboration in Pb+Pb collisions at

SPS shown in Fig. 1.12, has given the evidence for QGP formation [35, 36]. Here, solid

lines show the normal absorption of J/ψ in nuclear matter and red triangles below the

line represent the anomalous suppression.
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1.3.6 Hanbury-Brown-Twiss (HBT) Interferometry

The HBT interferometry is used to study the final state of the fireball evolution known

as freeze-out in heavy ion collisions. It is based on Hanbury-Brown-Twiss effect [37] that

enables the estimate of source size through the two body correlations of the emitted

particles. The effect was first used by Henbury-Brown and Twiss to study the angular

diameter of star. The HBT measurement of particles detected in final state of collisions

gives the information of longitudinal and transverse radii as well as lifetime of the source

at thermal freeze-out [37–41]

p2

p1
q

R lo
ng

Rside

Rout

Figure 1.13: (Left) Schmatic representation of femtoscopic radii, (Right) Energy depen-
dance of freeze out volume [46].

The space time evolution is related to the order of phase transitions in the collision.

Therefore, knowledge of space-time information from HBT is important probe for QGP

study. The two-particle correlation function for HBT measurements is:

C(~q, ~K) =
A(~q, ~K)

B(~q, ~K)
, (1.16)

where A(~q, ~K) is distribution of particle pairs from the same event with relative mo-

mentum ~q = ~p1− ~p1 and average momentum ~K = (~p1 + ~p1)/2 and A(~q, ~K) is corresponding

distribution for the pairs of particles from different events [42]. The relative momentum ~q

is decomposed according to Bertsch-Pratt convention [43–45] into the variables qlong along

beam direction, qout parallel to transverse momentum of the pair ~K and qside perpendicular
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to both qlong and qout and correlation function is decomposed as:

C(qout, qside, qlong) = (1− λ) + λKcoul(qinv)(1 + e−q
2
outR

2
out−q2

sideR
2
side−q

2
longR

2
long), (1.17)

Figure 1.14: The pion freeze-out volume (colored lines) as a function of charged particles
multiplicity for Au+Au and Cu+Cu collisions [46] at 200 and 62.4 GeV.

where λ is fraction of correlated pairs. Kcoul is squared nonsymmetrized Coulomb

wave function integrated over a Gaussian source corresponding to longitudinal co-moving

system with Gaussian radii Rout, Rside and Rlong, called femtoscopic radii are shown in

Fig. 1.13 (Left). The estimate of pion freeze out volume is given by the equations:

vf = R2
sideRlong (1.18)

vf = RoutRlongRside (1.19)
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Figure. 1.14 represent linear dependence of freeze-out volume on the multiplicity of

charged particles which is consistent with the assumption of a universal pion mean-free-

path length at freeze-out [47]. Also Fig. 1.13 (Right) shows the energy dependence of the

freeze-out volume from the different experiments. The results show that in the AGS, the

measured volume decreases and in the SPS and RHIC energy regimes volume increases

monotonically.

1.3.7 Net-Charge Fluctuations

The net-charge fluctuations are also used as a signature of quark-gluon-plasma. The

measurement of net charge in the system created in heavy ion collisions gives the indication

of the formation of quarks and gluons [48] because in QGP phase the unit of charge is 1/3

while in hadronic phase it is 1. However, the measurement of net charge is independent of

these units but fluctuations in net charge measurement depends on squares of charges and

to the phase from which it originates. Since there are inherent event-by-event fluctuations

in observable like volume fluctuations so usually ratios of the parameters are used to study

fluctuations to minimize the effect of volume fluctuations. For the net charge fluctuations

the ratio of positive to negative charge particles (R = N+/N−) is used. The observable D,

which is measure of charge fluctuations per unit entropy used to study these fluctuations

is defined as [49]:

D = 〈Nch〉〈δR2〉 = 4
〈δQ2〉
〈Nch〉

(1.20)

The value of D is compared for hadronic and QGP phase. For the pion gas value of D is

Dπ−gas ≈ 4, (1.21)

and for free quarks, gluons system

DQGP ' 3/4, (1.22)
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However charge fluctuations have been evaluated in lattice QCD along with entropy den-

sity [50] and D is found to be

DLattice−QCD ' 1− 1.5, (1.23)

Large difference of D in QGP and hadronic phase can be measured experimentally.

1.3.8 Anisotropic Flow

The measurement of momentum space anisotropy of the emitted particles in heavy ion

collisions is sensitive to the early time as spatial anisotropy in the early times of collisions

converted into momentum space anisotropy (Fig. 1.15) of the final state particles. There-

fore, momentum space anisotropy measurements of emitted particles give the information

about the early stages of the systems evolution [51].

The azimuthal distribution of the particles is represented by the fourier expansion [52],

E
d3N

d3p
=

1

2π

dN

pTdpTdy
(1 + 2v1cos(ϕ−ΨRP ) + 2v2cos[2(ϕ−ΨRP )] + ..........), (1.24)

where ϕ is the angle of emitted particle w.r.t. reaction plane (the plane defined by

the beam axis and vector connecting the centre of the two colliding nuclei i.e impact

parameter direction) and ΨRP is azimuthal angle of reaction plane. The second harmonic

coefficient v2 called elliptic flow is most commonly studied parameter for the anisotropy

measurements and is defined as:

v2 = 〈cos[2(ϕi −ΨRP )]〉, (1.25)

Where angle bracket implies average over all events. Figure 1.16 shows the first mea-

surement of elliptic flow at RHIC. The large values of elliptic flow indicate the hydrody-

namical behaviour in which v2 is proportional to spatial eccentricity. The rectangles show

the expected v2 from hydrodynamics. For nch/nmax ≥ 0.5, data shows agreement with

ideal hydrodynamics. Figure 1.17 shows the first measurements of elliptic flow at Large
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Figure 1.15: Schematic representation of Initial spatial space anisotropy converted into
momentum space anisotropy due to interactions of particles inside the medium.
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Figure 1.16: Elliptic flow (solid points) as a function of centrality [53] defined as nch/nmax.
The open rectangles shows the values expected for v2 in the hydrodynamical limit, scaled
from ε, the initial space eccentricities of overlap region. The lower edges correspond to ε
multiplied by 0.19 and the upper edges to ε multiplied by 0.25.

Figure 1.17: First measurements of elliptic flow from ALICE experiment in Pb+Pb colli-
sions at

√
sNN =2.76 TeV from various methods and comparison with STAR.

Hadron Collider in Pb+Pb collisions at
√
sNN =2.76 TeV from the ALICE experiment

and comparison with Au+Au 200 GeV results from STAR. The elliptic flow follows same

trend as STAR but values are much higher for the same centrality. Also, for the same

centrality v2{2} shows higher values in ALICE for the same pT .

Figure 1.18 shows the comparison of differential elliptic flow coefficient v2(pT ) for
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Figure 1.18: Comparison of v2(pT ) [54] for minimum-bias events(circles) with hy-
dro+pQCD calculations [55] assuming the initial gluon density dN q/dy=1000(dashed
lines), 500(dotted lines) and 200 (dashed-dotted lines). Also pure hydrodynamical cal-
culations are shown (solid lines).

.

charged particles with hydrodynamical calculations. The model gives good description of

data for pT < 2 GeV/c but for higher pT role of the hard scattering becomes prominent.

The Reaction plane angle (ΨRP ) cannot be measured experimentally in high energy

collisions, so elliptic flow is measured from the azimuthal distribution of the emitted

particles. Since elliptic flow is basically the correlations related to event plane, there may

be some correlations which add up to elliptic flow but not related to reaction plane. These

correlations mislead the calculation of v2.

Figure 1.19 shows the quark number scaling of v2. The v2, pT and KET (= mT−m) are

scaled by number of constituent quarks nq where nq=3 for baryons and nq=2 for mesons.

The scaling for pT/nq is not very good for the whole range but KET/nq shows excellent

scaling throughout the range. This is the indication of inherent quark degrees of freedom in

the created matter. Elliptic flow (v2) measurements [57] indicate that the matter created

in collisions at Relativistic Heavy Ion Collider (RHIC) behave as a prefect liquid with a
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Figure 1.19: v2/nq vs. pT/nq and v2/nq vs. KET/nq for identified particles obtained
from minimum bias events for Au+Au 200 GeV collisions by STAR and PHENIX exper-
iments [56].

viscosity near a conjectured lower bound η/s ≥ 1/4π [58]. This conclusion is primarily

based on hydrodynamic model predictions [57, 59]. Uncertainty about the conditions at

the beginning of the hydrodynamic expansion, however, leads to large uncertainties in the

model expectations [60, 61]. Since v2 reflects the initial spatial eccentricity of the overlap

region when two nuclei collide, fluctuations of v2 should depend strongly on fluctuations

in the initial eccentricity. Measurements of the system-size and energy dependence of

v2 and v2 fluctuations are therefore useful for understanding the initial conditions of the

expansion phase of heavy-ion collisions.

1.4 Thesis Organization

The work presented in this thesis is based on data collected by STAR detector at RHIC

for Au+Au and Cu+Cu collisions at centre of mass energies,
√
sNN=200 and 62.4 GeV.
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An attempt has been made to study elliptic flow (v2), non-flow and v2 fluctuations. Theo-

retical models for the eccentricity calculations have been compared with the data to study

the effect of fluctuations on measurement of elliptic flow. The second chapter gives the

overview of STAR experiment and basic details of the sub-detectors used in STAR detec-

tor. In the third chapter, the methods to study elliptic flow have been discussed. The

fourth chapter deals with the details about the working of Photon Multiplicity Detector

(PMD) and study of photon’s elliptic flow. In the fifth chapter, eccentricity models used

in analysis have been discussed. The last chapter includes the results for charged hadrons

elliptic flow, comparison of eccentricity fluctuations from models with the maximum limit

of the v2 fluctuations in STAR data, calculation of non-flow using models and discussion

of the results.
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Chapter 2

The STAR Experiment

2.1 Relativistic Heavy Ion Collider (RHIC)

The Relativistic heavy ion collider (RHIC) at Brookhaven National Laboratory (BNL),

USA, had been setup to accelerate Au ions upto 100GeV/nucleon energy. It is also ca-

pable to accelerate and collide other ions combination e.g. p+p, d+Au, Cu+Cu ( upto

energies 250 GeV for protons and 100 GeV/nucleon for heavy ions). RHIC consists of two

concentric rings of super-conducting magnets that focus and guide the beam, a radio fre-

quency system that capture, accelerate and store beams. Rings diameter is approximately

1.22 km. RHIC was designed for Au+Au luminosity (L) of about 2 × 1026cm−2sec−1 at

the highest energy but the luminosity has been increased much higher. The luminosity

for the lighter ions is much higher. For p+p collisions, L ∼ 1031cm−1sec−1. Beam is not

continuous instead it is made up of 57 separate “bunches” , each containing billions of

ions.

Figure 2.1 shows accelerator complex including the accelerators used to bring the gold

ions up to injection energy. The Tandem Van de Graaff uses static electricity to accelerate

atoms removing some of their electrons. It accelerate gold ions in the charge state Q= -1e

to 15 MeV. The ions then pass through a stripping foil where the electrons are knocked

off so that their most probable charge state become Q= +12e. With charge changed

from negative to positive, ions gain another 1MeV/u of energy as they accelerate through
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second Van De Graaff. On exiting the Tandem, ions pass through a second stripping foil

bringing their most probable charge state to Q= +32e. They are injected into Booster

synchrotron and are accelerated to 95 MeV/u. A stripper in the transfer line between the

booster and the Alternating Gradient Synchrotron (AGS) increases their charge state to

Q=+77e. In AGS, ions are accelerated to 10.8 GeV/u. After that, ions pass through final

stripper foil where the remaining K-shell electrons are removed (Q= +79e). Finally, they

are injected into RHIC where they are accelerated to top energy and can be stored upto

10 hours. The RHIC parameters are listed in Table 2.1.

Figure 2.1: Layout of RHIC complex.
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Performance specification Heavy ions p-p

Beam energy 30-100 GeV/c 30-100 GeV/c

Luminosity 2× 1026cm−2sec−1 1.4× 1031cm−2sec−1

Number of bunches/ring 60-120 60-120

Number of ions/bunch 1029 1011

Luminosity life time ∼ 10h > 10h

Table 2.1: RHIC parameters.

2.1.1 The Detectors at RHIC

The RHIC has four detectors, viz., PHENIX, BRAHMS, PHOBOS, STAR. All the four

detectors are dedicated to different physics studies of matter under extreme conditions of

temperature and pressure. Figure 2.2 shows the positions of all detectors in the RHIC

ring. The PHENIX is located at 8o clock position. The BRAHMS is located at 2o clock

position. The PHOBOS is located at 10o clock position and the STAR is located at 6o

clock position. Presently, only two of the four detectors are running. BRAHMS and

PHOBOS has accomplished their goals and have stopped taking data, but STAR and

PHENIX are still taking data to achieve their goals.

The PHENIX [1] detector shown in Fig. 2.3, is the largest of the four detectors at

RHIC. It is designed especially to measure the direct probes of the Quark Gluon Plasma

such as electrons, muons and photons. The sub-detectors in the PHENIX detector are

grouped into two central arms and two forward muon arms. The central arms consist of

tracking subsystems for charged particles. A Time Expansion Chamber (TEC), a TOF

and RICH detectors provide particle identification. A lead-scintillator (PbSc) calorimeter

and lead-glass(PbGI) calorimeter measure the photons and electrons. Two muon spec-

trometers cover pseudorapidity range 1.1 < |η| < 2.4 with full azimuthal coverage.

The BRAHMS [2], Broad Range Hadron Magnetic Spectrometer shown in Fig. 2.4, is

one of the two smaller detectors at RHIC. It is designed to measure charged hadrons over

a wide range of rapidity 0 < |y| < 4 and transverse momentum 0.2 < pT < 3.0 GeV/c to

study reaction mechanism of relativistic heavy ion collisions at RHIC. It consists of two
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Figure 2.2: Global view of detectors at RHIC complex.

small solid-angle spectrometers as well as some global detectors (Multiplicity, BBCs and

ZDCs). Tracking detectors (T1-T5, TPM1,and TPM2), time of flight arms and Cherenkov

detectors (C1 and RICH) enable momentum determination and particle identification.

The PHOBOS [3] detector shown in Fig. 2.5, is designed to detect charged particles

over full solid angle using multiplicity detector and measure identified charge particles

near mid-rapidity in two spectrometer arms. Charged particles are detected over the

pseudo-rapidity coverage |η| < 5.4 using an Octagon Multiplicity detector and six Ring

Multiplicity detectors. Two small acceptance spectrometers at mid-rapidity and time-of-

flight wall allow for particle identification. Additional detectors include a Vertex detector,
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Figure 2.3: The PHENIX Detector.

sets of scintillator paddles and a Cherenkov detector array for vertex determination, event

triggering and centrality selection.

The STAR [4] detector shown in Fig. 2.6, is designed primarily for the measurement

of hadrons production over a large solid angle. It is a large acceptance detector which

covers the full azimuthal (0 ≤ φ ≤ 2π) for |η| < 1.8 and 2.5 < |η| < 4.0. It consists of

second biggest working Time Projection Chamber for particle tracking. The STAR also

has a number of sub-detectors, discussed in detail in the following sections.
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Figure 2.4: The BRAHMS Detector.

2.2 The STAR Detector

The Solenoidal Tracker at RHIC (STAR) is designed primarily to measure hadrons pro-

duction over a large solid angle, featuring detector systems for high precision tracking,

momentum analysis and particle identification at mid-rapidity [4]. The large acceptance

of STAR makes it particularly well suited for event-by-event characterization of the heavy

ion collisions and for the detection of hadron jets. The layout of STAR experiment [4]
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Figure 2.5: The PHOBOS Detector.

is shown in Fig 2.6. A cutaway side view of STAR detector is displayed in Fig. 2.7. A

solenoidal magnet [5] with a uniform magnetic field ∼0.5 T has been used for charged

particle momentum analysis. Charged particles tracking close to interaction region is ac-

complished by a Silicon Vertex Detector (SVT) [6,7] consisting of 216 silicon drift detectors

(equivalent to total 13 millions pixels) arranged in three cylindrical layers at distance of

approximately 7, 11 and 15 cm from the beam axis. The silicon detectors cover a pseudo-

rapidity range |η| ≤ 1 with complete azimuthal symmetry (∆φ = 2π). Silicon tracking

close to the interaction allows precision localization of the primary interaction vertex and

identification of the secondary vertices from weak decay of particles, viz., Λ, Ξ and Ωs.

A large volume Time Projection Chamber (TPC) [8,9] for charged particles tracking and
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Figure 2.6: The STAR Detector.

particle identification is located at the radial distance of 50 to 200 cm from the beam axis.

The TPC is 4m long and it covers a presodo-rapidity range |η| ≤ 1.8 for tracking with

complete azimuthal symmetry (∆φ = 2π) providing the equivalent of 70 millions voxels via

136, 608 channels and front end electronics (FEE) [10,11]. Both SVT and TPC contribute

to particle identification using ionization energy loss, with energy loss resolution (dE/dx)

of 7%(σ). The momentum resolution of the SVT and TPC reaches a value of δp/p = 0.02

for majority of tracks in the TPC. The δp/p resolution improves as the number of hit

points along the track increases and as the particle momentum decreases as expected.

For tracking in forward region, a radial drift TPC (FTPC) [12, 13] is installed covering

2.5 < |η| < 4 with complete azimuthal coverage and symmetry. Recently, Time of flight

(TOF) detector has also been installed in the STAR which has extended the capabilities

of the particle identification of STAR. A Barrel Electromagnetic Calorimeter (BEMC)

and Endcap Electromagnetic Calorimeter (EEMC) are designed to measure the trans-
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Figure 2.7: Side view of STAR Detector.

verse energy and high transverse momentum photons, electrons and electromagnetically

decaying hadrons. The BEMC and EEMC have pseudorapidity coverage of −1 < η < 1

and −1 < η < 2 respectively, with full azimuthal coverage.

STAR also consists of some fast detectors, Central Trigger Barrel (CTB), Zero-Degree

Calorimeter (ZDC) and Beam-Beam Counter (BBC) which are used to provide input to

trigger system.

The CTB consists of 240 scintillator slates arranged around the outer radius of TPC.

It covers |η| < 1 with full azimuthal coverage. It triggers on the central collisions and

measure the charged particle multiplicity in the mid-rapidity region.

The ZDCs are located on the beam axis at ±18 m away from the TPC center and

cover polar angle θ < 2.5 mrad. They measure neutrons at the beam rapidity originating
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from the break up of the colliding nuclei, while charged fragments get swept away by the

beam steering magnets that bend the incoming nuclei towards the interaction point. The

number of neutrons detected in the ZDCs can be obtained by amount of energy deposited

in the collisions. ZDCs are used for triggering as well as monitoring the beam luminosity.

The BBC subsystem consists of two disk shaped scintillating detectors situated at a

distance of±3.5 m from the interaction point, covering the pseudo-rapidity 3.3 < |η| < 5.0.

Each BBC disk is composed of scintillating tiles that are arranged in hexagonal closest

packing. The BBCs are sensitive to the high-energy hadrons that are focused in the high

rapidity region. The z position of the main interaction vertex can also be selected with

the timing signal difference of the two BBCs.

2.2.1 Time Projection Chamber (TPC)

The TPC is primary tracking detector [14, 15] in STAR. The TPC records the tracks of

particles, measures their momenta over range of 100 MeV/c to 30 GeV/c and identify the

particles over a momentum range 100 MeV/c to greater than 1 GeV/c by measuring their

ionization energy loss (dE/dx). It covers ±1.8 units of pseudorapidity with full azimuthal

coverage (0 ≤ π ≤ 2π).

The STAR TPC is shown schematically in Fig. 2.8. It sits in a large solenoidal magnet

that operates at 0.5 T [16]. The TPC is 4.2 m long and 4 m in diameter. The main

components in the TPC are Central Membrane (CM), field cage cylinders and readout

end caps. The electric field uniformity is critical since track reconstruction precision is

of the order of millimeter and electron drift paths are up to 2.1 meters. The Central

membrane is a disk from which the Inner field cage passes and is operated at 28 kV.

The field cage cylinders serve the purpose of gas containment and provide uniform

electric field. These provide a series of equipotential rings that divide the space between

the central membrane and the anode planes into 182 equally spaced segments. One ring

at the center is common to both ends. The central membrane is attached to this ring.

The TPC is filled with P10 gas (10% methane, 90% argon) regulated at 2 mbar above

atmospheric pressure. Its primary attribute is a fast drift velocity which peaks at a low
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Figure 2.8: Schematic view of STAR TPC.

electric field. Operating on the peak of the velocity curve makes the drift velocity stable

and insensitive to small variations in temperature and pressure. Low voltage greatly

simplifies the field cage design.

The endcap readouts are at ground and are organized into 12 sectors in each side of

TPC. The geometry of one sector is shown in Fig. 2.9. Each sector is further divided

into an inner and outer sector. The number of pads in the inner sector are 1,750 having

dimensions 2.85 mm × 11.5 mm. These pad rows are numbered from 1-13. The spacing

between the anode wire and pad plane is 2 mm and the anode is operated at 1170 V .

The isolation gap between the pads is 0.5 mm for both the inner and outer sectors. The

number of pads in the outer sector are 3,742 with the pad dimension 6.20 mm × 19.5 mm.

The pad rows in outer sector are numbered from 14-45. The anode wire to pad plane
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Figure 2.9: The anode pad plane with one full sector shown. The inner sub-sector is on
the right and it has small pads arranged in widely spaced rows. The outer sub-sector is
on the left and it is densely packed with larger pads.

spacing is 4 mm in outer sector and the anode is operated at 1390 V. The smaller size

of the pads in the inner sector is to improve two-track resolution. Combining the inner

and outer sector, TPC has 5,690 pads per sector which corresponds to 1,36,560 channels

for 24 sectors.

The readouts are Multi-Wire Proportional Chambers (MWPC). The chambers con-

sist of four components; a pad plane and three wire planes (Fig. 2.10). The amplifica-

tion/readout layer is composed of the anode wire plane of small wires with the pad plane

on one side and ground wire plane on the other. The high voltage of the anode wires

provides necessary electric field for the avalanche multiplication of the electrons from the

track ionization. The ground wires terminates the field in the avalanche region as well as

calibrate the pad electronics. The third wire plane is gating grid, which separates the drift

region from the amplification region. The gating grid control the entry of electrons from

the drift volume into the MWPC. The readout pads image the avalanche charges. The

signal on the pads is then amplified, integrated and digitized by the front-end electronics.

The location of the readout pads gives the information about the x and y coordinates.
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Figure 2.10: A cutaway view of an outer sub-sector pad plane. The cut is taken along a
radial line from the center of the TPC to the outer field cage so the center of the detector
is towards the right hand side of the figure. The figures shows the spacing of the anode
wires relative to the pad plane, the ground shield grid, and the gated grid. The bubble
diagram shows additional detail about the wire spacing. The inner sub-sector pad plane
has the same layout except the spacing around the anode plane is 2 mm instead of the 4
mm shown here. All dimensions are in millimeters.

The position of the ionizing particle along the z-direction is reconstructed by measuring

drift time and drift velocity.

2.2.2 Trigger Detectors

The trigger detectors in STAR consist of a Central Trigger Barrel (CTB) and two Zero

Degree Calorimeters (ZDCs) at ±18 m from the detector center, close to zero degree rel-

ative to the beam axis. The CTB in an array of scintillator slates arranged in a barrel at
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the outer diameter of the TPC. Each of the two Zero Degree Calorimeters (ZDCs) sub-

tend an angle of ≈ 2.5 mrad at the interaction point. These calorimeters are designed to

measure energies of neutrons emitted from the nuclear fragments of the spectator matter.

In contrast to fixed target experiments, where one can measure energies of all spectator

nucleons in forward direction, at RHIC protons and charged fragments get deflected away

from the ZDCs by the dipole magnets in the beamline meant to steer the hadron beams

toward the collisions point. Thus, the ZDC signal is mainly produced by neutrons. Nev-

ertheless, they still provide possibly the best determination of the collision centrality at

RHIC and are used for the triggering some other observables based on multiplicity.

2.2.3 Forward Time Projection Chambers (FTPC)

The Forward Time Projection Chambers (FTPC) increase the acceptance of STAR ex-

periment [17] . They cover pseudo rapidity range 2.5 < |η| < 4.0 on the both sides of

STAR with full azimuthal coverage and measure momenta to an accuracy of 12 %. The

increased acceptance improves the event characterization in STAR and allow the study

of asymmetric systems like p + A collisions. FTPC is placed inside the STAR magnet.

The schematic diagram of the FTPC is shown in Fig. 2.11. It is a cylindrical structure of

75 cm in diameter and 20 cm long with a radial drift field and readout chambers located

in 5 rings on the outer cylindrical surface. Each ring has two padrows and is subdivided

azimuthally into 6 readout chambers. The radial field is used to improve the two track

separation in the region close to the beam pipe where particle density is highest. The

field cage is formed by the inner HV-electrode, a thin matelized plastic tube and the outer

cylinder wall at ground potential. The front end electronics (FEE) amplifies, shapes and

digitizes the signal that are mounted on the back of the readout chambers. The ioniza-

tion electrons are drifted to the anode sense wires and induced signals on the adjacent

cathodes and readout by 9600 pads (each 1.6 ×20 mm2). The drifting medium is mixture

of Ar/CO2 (50%|50%), which in non-flammable and shows little ageing effect in compar-

ison to hydrocarbons. Because of the curved readout chambers, the anode wires can’t

be orthogonal to the axial direction of the pads. Even the wires can’t be parallel to the
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pads and cylindrical axis because of focusing effects that lead to periodic shifts in the

position measurements. However, if two or more wires cross the pad under a small angle

this effect vanishes. So, FTPC use three wires crossing each pad at an angle of 17.4 mrad.

FTPC also contains a laser calibration system which provides straight ionized tracks of

the known position to infer corrections for spatial distortions caused by mechanical or

drift field imperfections and helps to calibrate the drift velocity in the non-uniform radial

drift field. The reconstruction of the track is done by calculating the track points from

the charge distribution at readout electronics and points are grouped to form track. Us-

ing the magnetic field map, upto 10 position measurements per track are used to fit the

momentum [18].

Figure 2.11: Schematic layout of an FTPC in the STAR experiment.
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2.2.4 Silicon Vertex Tracker (SVT)

The Silicon Vertex Tracker is a three barrel microvertex detector based upon silicon drift

detector technology. SVT enhances the physics capabilities of the main STAR component,

the STAR Time Projection Chamber (TPC). In addition to improving primary vertexing,

two track resolution and the energy loss measurements for particle identification, it also

enables reconstruction of very short lived particles (primarily strange and multi-strange

baryons and D-mesons). The SVT covers the pseudorapidity range of |η| < 1 with full

azimuthal coverage.

The SVT consists of 216 Silicon Drift Detectors (SDD) containing over 13 million pixel

multiplexed onto just 1300 readout channels. The SDDs are arranged in three cylindrical

layers at distance of about 7, 11 and 15 cm from the beam axis. For inner tracking, a fourth

layer has been installed after 2001 RHIC run. There are 40 anodes for each drift direction.

The pixel readout of the SDD makes it a good choice for the high multiplicity environment

in heavy ion reaction at RHIC. Since there are three layers of SDDs, a minimum of the

three space points are required to determine the track parameters when the track is in

a uniform magnetic field. Pions having lower transverse momenta (≈ 50 MeV/c) can

be detected in the SVT. The TPC has a lower momentum cut off which is about 150

MeV/c. Therefore, 50 MeV/c, the lower limit of SVT gives a significant enhancement to

the STAR’s capabilities.

There are 24 SVT readout electronic (RDO) boxes mounted on each side of STAR [19].

The RDO system is split into three functional blocks: (i) a monitoring power trigger and

slow control interface block (PTB), (ii) an analog-to-digital converter and data storage

block (AMB), (iii) a fiber optic transfer block (FOB). Each RDO box has 54 analog inputs.

Data acquisition is performed at 3/8 of the RHIC strobe frequency (25 MHz).

2.2.5 Silicon Strip Detector (SSD)

The STAR Silicon Strip Detector (SSD) [20] constitutes fourth layer of the inner track-

ing system installed between the Silicon Vertex Tracker (SVT) and the Time Projection
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Chamber (TPC). SSD enhances the tracking capabilities of STAR by accurately measur-

ing two dimensional hit position and energy loss of charged particles. SSD is placed at a

distance of 230 mm from the beam axis covering pseudo-rapidity range of |η| < 1.2 which

leads to a total silicon surface close to 1 m2 [21].

SSD is designed on the basis of two clamshells, each containing 10 carbon-fiber ladders.

Each ladder is 1060 mm long, featuring a triangular cross-section of 40 mm base, supports

16 wafers using double-sided silicon strip technology. The ladders are made of high mod-

ulus carbon-fiber and set of ladders are assembled on C-shaped rib to allow installation

on common SVT/SSD support structure. Each wafer has dimensions 75 mm × 42 mm

× 300 µm. The total number of readout channels is 4,91,520 which are divided into four

sectors, two clamshells shared in two sides (the p-side and the n-side) of the SSD. The

strips on the P and N sides are inclined by 35 mrad with respect to each other and sym-

metrically with respect to wafer edge. Each of the 320 detection modules is composed of

a silicon wafer, two hybrid circuits supporting the front-end electronics and a mechanical

structure. The Control Board which receives the signals from the modules is connected

to the hybrid with a kapton cable. The analog signals are transferred from the Control

Board to the ADC Board, both located at the end of the ladder. The ADC board reads

sequentially the data of a full ladder at 10 MHz and digitizes to 10 bits. The interface

between the detector and the STAR system is done through four Readout Boards located

on TPC wheels. After getting trigger, the readout board freeze the data in the front end

electronics. It then reads all the Front-End Channels and sends the data to DAQ receiver

board. When the slow control needs to access the Front-End boards, it reconfigures the

readout board such that no trigger is accepted.

2.2.6 Barrel Electromagnetic Calorimeter (BEMC)

The Barrel Electromagnetic Calorimeter is installed to trigger rare high pT processes (jets,

leading hadrons, direct photons, heavy quarks) and provides large acceptance for photons,

electrons, π0 and η mesons in the system spanning polarized p + p through Au + Au

collisions.
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The BEMC is located inside the aluminum coil of the STAR solenoid and covers

|η| < 1.0 and 2π in azimuth, matching the acceptance for full TPC tracking. The front

face of the calorimeter is at a radius of ≈220 cm and is parallel to the beam axis. It

includes a total of 120 calorimeter modules, each subtending 6o in ∆φ (∼ 0.1 radian) and

1.0 unit in ∆η. Sixty modules are in φ and two in η. Each module is 26 cm wide and

293 cm long with an active depth of 23.5 cm plus about 6.6 cm in structural plates. The

modules are segmented into 40 towers, 2 in φ and 20 in η, with each tower subtending

0.5o in ∆φ and 0.05 in ∆η. The full Barrel Calorimeter is thus physically segmented

into a total of 4800 towers, each of which is projective, pointing back to the center of

the interaction diamond. The Calorimeter is a sampling calorimeter, and the core of

each module consists of a lead-scintillator stack and shower maximum detectors situated

approximately 5 radiation lengths from the front of the stack. There are 20 layers of 5

mm thick lead, 19 layers of 5 mm thick scintillator and 2 layers of 6 mm thick scintillator.

The thicker scintillator layers are used in the preshower portion of the detector. The SMD

is used to provide fine spatial resolution in a calorimeter having segmentation (towers)

signicantly larger than an electromagnetic shower size. The total area covered by the

BEMC, outside the STAR TPC is over 60 m2. The calorimeter has a total depth of about

20 radiation length at η = 0

The BEMC electronics includes trigger, readout of phototubes and SMD, high voltage

system for phototubes, low voltage power, slow control functions, calibration controls and

interfaces to the STAR trigger, DAQ and slow controls. The bulk of the front end elec-

tronics including signal processing, digitization, buffering, formation of trigger primitives

and the first level of readout is located in custom EMC crates outside the magnet iron.

2.2.7 Endcap Electromagnetic Calorimeter (EEMC)

The STAR Endcap Electromagnetic Calorimeter provides full azimuthal coverage for high-

pT photons, electrons and electromagnetically decaying mesons over the pseudo-rapidity

range 1 < η ≤ 2. It adds capability to detect photons and electromagnetically decaying

mesons (π0, η) to identify electrons and positrons and to trigger on high-energy particles
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of these types. The EEMC includes a shower maximum detector optimized to discrim-

inate between π0 or η mesons over the 10-40 GeV energy region as well as preshower

and postshower layers intended for electron and hadron discrimination. It also enhances

triggering capabilities of the STAR for jets. EEMC is useful in the study of polarized p+p

collisions [22–24].

The EEMC is made of Pb/plastic scintillator. The actual pseudorapidiy coverage is

1.086 ≤ η ≤ 2.00, leaving a small gap between the endcap and barrel calorimeter. The

full annulus is divided into two halves. A standard layer of the calorimeter consists of

Pb/stainless steel laminate followed by a 4 mm thick (Kuraray SCSN-81) plastic scintil-

lator. Each radiator sheet comprises 4.57 mm thick calcium-loaded Pb sheets laminated

on each face with 0.5 mm stainless steel, for a total of ≈ 0.85 radiation lengths. The four

especially configured layers provide preshower, postshower and SMD functions. The total

mass of the radiator sheets and active elements, for the two EEMC halves combined is ≈

25000 kg. The whole assembly represents 21.4 radiation length at normal incidence and

provides a shower energy sampling fraction of 6.6%, resulting in sufficient energy reso-

lution and depth to measure electromagnetic shower energy at the levels needed for the

required physics goals. The tower segmentation is produced using megatile construction.

Megatiles span either 6o or 12o in azimuthal angle (φ), with machined isolation grooves

separating each into 12 or 24 trapezoidal tiles respectively. One 30o sector of a calorimeter

layer contains two 12o Megatiles, aligned flush against the tie-rods on each side, and a 6o

keystone megatile. At the edge of each megatile, optical connectors couple the WLS fibers

from the 12 tiles within a given 6o sector to 0.9-mm diameter clear fibers, which then run

to the rear of the STAR poletip.

SMD is placed about five radiation length deep within the EEMC to provide fine

granularity which is crucial to distinguish the transverse shower profiles characteristic of

single photons vs. the close lying photon pairs from π0 and η0 decay. The SMD is made of

extruded polystyrene-based scintillator strips of triangular cross section, organized orthog-

onally. The triangular cross section results in a sharing of the energy deposition among

adjacent strips that enhances the position resolution and the stability of the measured

49



CHAPTER 2: THE STAR EXPERIMENT

shower prole shape.

The EEMC trigger electronics and tower readout are similar to those used for BEMC.

Pulse height information from the EEMC towers is digitized in 12-bit flash ADCs for every

RHIC beam crossing and stored in digital pipelines for subsequent processing. The STAR

level 0 trigger can compare individual tower ADC values and multi-tower sums to various

thresholds and search for simply correlated information from other detector subsystems or

individual towers will provide adequate energy resolution and dynamic range to include

both single MIPs (e.g., charged hadrons that do not shower) and electrons up to 150

GeV [25].

2.2.8 Time of Flight (TOF)

The Time of Flight detector significantly enhances the possibility for the particle identi-

fication in STAR. Combining with other detectors, it allows STAR to extract maximum

amount of information available from soft physics on event-by-event basis.

The Time of Flight detector consists of a highly-segmented cylindrical detector imme-

diately surrounding the TPC, arranged in 120 trays. Each individual tray is 2.4 m long,

21.3 m wide and 8.5 cm deep (z × φ × r). The design of TOF is based on Multi-Gap

Resistive Plate Chamber (MRPC) [26]. The Multi-Gap Resistive Plate Chamber is a de-

tector capable of giving hundred picosecond time resolution and high detection efficiency

(> 95%) for minimum ionizing particles.

2.2.9 Photon Multiplicity Detector (PMD)

The Photon Multiplicity Detector (PMD) has been installed to measure the photon mul-

tiplicity in the forward rapidity region of the STAR experiment. It is at a distance of 5.42

m from the vertex on the east side of the STAR. The PMD covers a pseudorapidity range

of −3.8 ≤ η ≤ −2.3 with full azimuthal coverage [27]. It measures the multiplicity and

spatial distribution of the photons on an event-by-event basis.

Photon Multiplicity Detector has two detector planes: (i) Pre-shower plane (ii) Charged

Particle Veto (CPV). Each plane consists of a large array of hexagonal cells (41,472 in
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each plane) in which each cell behaves as an independent proportional counter. A mixture

of Ar and CO2 in ratio of 70 : 30 is used as sensitive medium. A honeycomb of 24 × 24

cells form a unit module. The set of unit modules is enclosed in a gas tight chamber called

a supermodule. The number of unit modules in supermodules varies from 4 to 9. Each

of the two plane consists of 12 such supermodules. A 15 mm thick lead plate is used as

converter, which is sandwiched between preshower and CPV planes. The metallic walls of

the honeycomb act as common cathode, kept at high negative potential and from each cell

gold plated tungsten wire is passed that acts as anode and is kept at ground potential and

connected to readout electronics. Detailed description of the PMD is given in Chapter 4.
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Chapter 3

Elliptic Flow Methods

3.1 Introduction

In relativistic heavy ion collisions, initial anisotropy in the coordinate space is converted

into momentum space anisotropy through the interactions of the constituents (Fig. 3.1).

Therefore, momentum space anisotropy of the final state particles provide information

about the early stages of the system evolution [1]. The anisotropy in the momentum

space is correlated with the reaction plane/event plane [2–5]. The measurement of this

event plane correlation is called elliptic flow. Relativistic heavy ion collisions are studied

to deduce whether the quarks and gluons become deconfined during the high energy-

density phase of collisions i.e., in the stage of high energy density. The observable used

to measure this anisotropy is known as ‘anisotropic flow’. The anisotropic flow is also

a measure of re-scattering i.e., it is sensitive to the number of interactions and parton-

parton scattering cross sections in the overlap region of colliding nuclei which leads to

thermalization. Therefore, anisotropic flow is measure of the degree of thermalization at

the early time of the collisions. It is also a signature of the pressure at early times and

provide the information on the Equation of State (EoS) of the matter created in relativistic

heavy ion collisions.

The anisotropic flow is characterized by the harmonic coefficients of a Fourier decom-

position of the azimuthal distribution of the emitted particles [6–8].
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dN

dφ
=
a0

2
+
∞∑
n=1

ancos(nφ) +
∞∑
n=1

bnsin(nφ) (3.1)

where

an =
1

π

∫ π

−π

dN

dφ
cos(nφ)dφ (3.2)

and bn = 0 due to reflection symmetry with respect to reaction plane. φ is azimuthal

angle of emitted particle w.r.t the reaction plane (ΨRP ).

an = a0〈cos(nφ)〉 ≡ a0vn (3.3)

Therefore, Eq. (3.1) becomes

dN

dφ
=
a0

2

[
1 + 2

∞∑
n=1

vncos(nφ)
]

(3.4)

The anisotropic flow is defined as vn = 〈cos((nφ)〉, where the average is taken over all

the particles in an event and over all events with nearly equal multiplicities. Since

〈sin((nφ)〉 = 0 (3.5)

the anisotropic flow can also be written as

vn = 〈eιnφ〉 (3.6)

The anisotropic flow corresponding to the first and second harmonics play important

role in anisotropy studies and are named directed flow and elliptic flow, respectively. The

name ‘directed flow’ also called sidewise flow is due to the fact that such flow looks like a

sideward bounce of fragments away from each other in the reaction plane and ‘elliptic flow’

is due to the fact that azimuthal distributions with non-zero second harmonic represents

an ellipse. Figure 3.2 shows the geometrical representation of positive and negative elliptic
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flow and directed flow.

Directed flow mostly affects the particles in forward and backward rapidities. At

low energies (<100 AMeV), the attractive nuclear mean field dominates which results

in a negative directed flow and in-plane elliptic flow but at higher energies individual

nucleon-nucleon collisions dominate the attractive nuclear mean field and produce positive

pressure, which deflects the projectile and target fragment away from each other in the

center of mass frame resulting in positive directed flow. Also, the participant nucleons

compressed in the overlap region cannot escape reaction plane due to the presence of

spectators producing out-of-plane elliptic flow.

The anisotropy refers to the correlations of the emitted particles with the reaction

plane. The reaction plane cannot be measured in experiments and anisotropic flow is

usually studied from azimuthal correlations between the particles. But some of the

azimuthal correlations are not related to the reaction plane, e.g. correlations between

the particles from resonance decays, momentum conservation, quantum statistical effects,

Bose-Einstein Condensation etc. are termed as non-flow. These non-flow cannot be dis-

tinguished from anisotropic flow and thus contribute to flow. So precise measurement of

anisotropic flow requires the measurement of non-flow contribution too.

The elliptic flow from the Relativistic Heavy Ion Collider (RHIC) is found close to the

ideal hydrodynamical predictions [9–16] but systematic studies show that this agreement

can be achieved only for particular combination of the dynamical modelling i.e., taking

initial conditions from the Glauber model, perfect fluid quark gluon plasma (QGP) core

and dissipative hadronic corona [17]. If we use initial conditions from the Color Glass

Condensate (CGC) model rather than Glauber model, then results are not consistent be-

cause of the larger initial state anisotropy of CGC model than the Glauber model [18–20].

The disagreement of data from ideal hydrodynamics taking initial conditions from CGC

and partial agreement using initial conditions from the Glauber models may be due to

the absence of initial state fluctuations [21–28] which would add to some measurements

of elliptic flow. Therefore, measurement of v2 fluctuations is also an important parameter

to compare with theoretical models. For the precise measurements of anisotropic flow, a
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Figure 3.1: Spatial space anisotropy converts into momentum space anisotropy.

number of methods have been developed. These methods basically belong to two cate-

gories of azimuthal correlations viz., ‘two-particle correlation methods’ and ‘multi-particle

correlation methods’. The multi-particle correlation methods are believed to give better

measurement of elliptic flow by suppressing the non-flow correlations.

57



CHAPTER 3: ELLIPTIC FLOW METHODS

Target Projectile Target

TargetTarget Projectile

Projectile

Projectile

Figure 3.2: Anisotropies in the transverse plane (Top Panel) Out of plane (negative)
elliptic flow (left) and in-plane (positive) elliptic flow (right). (Bottom Panel) Directed
flow on target side (negative) (left) and projectile side (positive) (right).

In this thesis, the Q-Cumulant method, generating function method and q-distribution

method have been applied to data for the elliptic flow studies and Glauber models and

Color Glass Condensate model are used to estimate v2 fluctuations. After estimating

the fluctuations, we can also infer the non-flow contributions to the elliptic flow. Also,

comparison is made between the models and data for obtaining information about the

initial state fluctuations. The different methods of measuring elliptic flow are discussed

below.
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3.2 Elliptic Flow Methods

3.2.1 Two-Particle Correlation Methods

(i) Event Plane Method

In the event plane method, flow is calculated by estimating the reaction plane angle

ΨRP [29]. The flow measurements are made w.r.t. the event plane and are corrected for

the resolution of event plane relative to reaction plane. The event plane can be determined

independently for each harmonic of the anisotropic flow. For nth harmonic, components

of flow vector (Qn) and event plane angle (Ψn) are defined as:

Qncos(nΨn) = Xn =
∑
i

wicos(nφi) (3.7)

Qnsin(nΨn) = Yn =
∑
i

wisin(nφi) (3.8)

Ψn = tan−1

(∑
iwisin(nφi)∑
iwicos(nφi)

)
/n, (3.9)

where φi is the azimuthal angle of the ith particle in an event and wi are the weights

used to optimize the event plane resolution. The transverse momentum of the particles

can be used as weights. This method is sensitive to the non-flow correlations and needs

acceptance corrections for the non-uniform azimuthal coverage. There are number of

methods available to flatten the azimuthal distribution of event plane [30, 31] among

which commonly used methods for flattening are phi weighting, re-centering and shifting.

The phi weighting can be done by weighting the Q-vector of each track with inverse

of the azimuthal distribution of the particle average over many events,

wi =
1

〈N(φi)〉
(3.10)

For re-centering one needs to subtract Q-vector average over number of events from

the Q-vector of each track in an event and shifting can be done by fitting the non-flat

azimuthal distribution of Q-vector angles with Fourier expansion and calculating the shift

necessary to force a flat distribution. The observed elliptic flow is the second harmonic of
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the azimuthal distribution of the particles with respect to measured event plane;

vobs2 = 〈cos(2(φ−Ψn)〉, (3.11)

but in the fourier expansion dN/dφ ∝ 1+
∑
n 2vn cosn (φ−ΨRP ), ΨRP is the real reaction

plane angle. The event plane resolution is used to find the accuracy of event plane angle in

approximating the real reaction plane angle and real v2 corrected for event plane resolution

is given by,

v2 =
vobs2

〈cos(2(Ψn −ΨRP ))〉
(3.12)

The event plane resolution can be obtained by dividing the event into two sub-events and

calculating the resolution for sub-event. The full event plane resolution can be estimated

from the correlations 〈cos[n(Ψa
n−Ψb

n)]〉 [30] of the event planes of independent sub-events

Ψa, Ψb. Normally each event is divided into two statically equivalent sub-events. Sub-

event plane resolution is defined as:

〈cos[n(Ψa
n −ΨRP )]〉 =

√
〈cos[n(Ψa

n −Ψb
n)]〉 (3.13)

and the full event plane resolution can be obtained by using the event plane resolution

of the sub-events taking into account that the multiplicity of the full event is twice the

multiplicity of the sub-event,

〈cos[n(Ψn −ΨRP )]〉 ≤
√

2〈cos[n(Ψa
n −ΨRP )]〉 (3.14)

(ii) Scalar Product Method

Like the event-plane method, each event is divided into two sub-events and correlation

between the two sub-events is defined as:

〈Qa
n.Q

b
n〉 = 〈v2

nM
aM b〉 (3.15)
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where Ma and M b are the multiplicities of the sub-event a and b, respectively. Qa
n and

Qb
n are calculated using:

Qncos(nΨn) =
∑
i

cos(nφi) (3.16)

Qnsin(nΨn) =
∑
i

sin(nφi) (3.17)

Scalar product method [32] is a variation of event plane method which weights event with

the magnitude of the flow vector Q. The flow relative to the true reaction plane can be

calculated using

vn =
〈Qnu

∗
n,i〉

2
√
〈Qa

nQ
b ∗
n 〉

, (3.18)

where un,i = cos(nφi) + ιsin(nφi) is unit vector of ith particle. The vectors Qa
n and Qb

n

are calculated from sub-events a and b, respectively.

Both the methods mentioned above are based on two-particle azimuthal correlations .

But as mentioned earlier there are two-particle correlations which are not related to the

event plane. Therefore it is important to estimate those correlations by using alternate

approach. The best way to minimize those correlations is to use multi-particle correlation

methods to study elliptic flow.

3.2.2 Multi-Particle Correlation Methods

(i) q-distribution Method

This method is based on the fitting of the distribution of the magnitude of reduced

flow vector q (= Q/
√
M). The x and y components of the reduced flow vector for the nth

harmonic are defined as:

qn,x =
1√
M

∑
i

cos(nφi) (3.19)

qn,y =
1√
M

∑
i

sin(nφi), (3.20)
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where φ is azimuthal angle to each track. The Central Limit Theorem (CLT) ensures

that qn distribution will be a Gaussian shifted by
√
Mvn in the x direction [30,33,34] , if

enough tracks are used:

d2N

qndqnd(∆φ)
= (3.21)

1

2πσxσy
e

[
− (qncos(n∆φ)−

√
Mvn)2

2σ2
x

− q
2
nsin

2(n∆φ)

2σ2
y

]
.

σ2
n,x =

1

2
(1 + v2n − 2v2

n + (M − 1)(δn + 2σ2
vn), (3.22)

σ2
n,y =

1

2
(1− v2n + (M − 1)(δn + 2σ2

vn)).,

where M is the number of tracks used in the calculation of qn and ∆φ is the angle between

a given qn and the true reaction plane. Gaussian fluctuations of v, σvn are directly put into

σx and σy by modeling a 2D Gaussian along the reaction plane axis and perpendicular to

it [35]. The parameter δn accounts for the broadening of the distribution that arises from

non-flow correlations and, in simulations, is given by

δn = 〈cosn(φ1 − φ2)〉non−flow. (3.23)

In practice, since the exact direction of the reaction plane is not known, |qn| is mea-

sured. To describe the |qn| distribution, the Eq. 3.21 integrated over ∆φ [30,33,34] gives:

dN

qndqn
=

1√
πσxσy

e
− 1

2

(
q2n+Mv2

n
σ2
x

)
× (3.24)

∞∑
k=0,2,4,...

(
1− σ2

x

σ2
y

)k(
qn

vn
√
M

)k
1

k!
Γ

(
2k + 1

2

)
Ik

(
qnvn
√
M

σ2
x

)
,

where Γ is the gamma function and Ik are modified Bessel’s functions. Here we consider

n = 2 (i.e. the second harmonic) which corresponds to elliptic flow. The k = 0 term

produces a Bessel-Gaussian function and k = 2 term is only a small correction so that
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the first two terms in the series are sufficient. The quantity σ2
y only contributes to k ≥ 2

terms so that σ2
x dominates the observed width of the distribution.

In case v2 fluctuates from event to event along the participant axis, we neglect the σvn

terms in Eqs. (3.22) and convolute with a fluctuation function:

dN

q2dq2

(〈v2〉, σv2) =
∫
dv2f(v2 − 〈v2〉, σv2)

dN

q2dq2

, (3.25)

where f(v2−〈v2〉) is the probability for a particular event to have a given flow value v2. The

approximation of zero v2 fluctuations corresponds to f = δ(v2−〈v2〉) where δ is the Dirac

delta function. In this case, 〈v2〉 should approximate v2{4}, the v2 calculated from the four-

particle correlations. In the analysis presented in this thesis, we assumed a 1D Gaussian

shape along the participant axis for the v2 distribution: f = 1√
2π(σv2)2

exp(− (v2−〈v2〉)2

2(σv2)2 ),

and extract the standard deviation (σv2) of the distribution by fitting data.

Since the v4 and 2v2
2 terms in Eq. (3.22) are small and so cancelled, σn,x and σn,y are

approximately equal, and neglecting ‘-1’, Eq. (3.22) reduces to a single equation for σq

σ2
q '

1

2
(1 +Mδn + 2Mσ2

vn). (3.26)

Equation (3.26) shows that the width of the q distribution is broadened not only by

vn fluctuations, but also by non-flow. One can think of non-flow correlations as effectively

reducing the number of independent particles, decreasing the multiplicity and making the

statistical fluctuations greater. It seems that in most analysis methods δn and σvn appear

in the same combination for the second harmonic: δ2 + 2σ2
v2

, thus making it difficult to

disentangle the two effects with precision. Non-statistical dynamic contribution to the

width of the q-distribution is defined as:

σ2
tot ≡ δ2 + 2σ2

v2
(3.27)

then Eq. (3.26) becomes

σ2
q =

1

2
(1 +Mσ2

tot) (3.28)

This is the width in x and y directions that would be used for the q-distribution.
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3.2.3 Cumulants

(i) Generating Function Method

This method is based on the cumulants expansion of multi-particle azimuthal correla-

tions [32]. The principle of this method is that when cumulants of higher order are used

to study anisotropic flow, the relative contribution from the non-flow decreases and hence

systematic uncertainties decrease.

The measured two-particle azimuthal correlations can be written as

〈
ein(φ1−φ2)

〉
=
〈
einφ1

〉〈
e−inφ2

〉
+
〈〈
ein(φ1−φ2)

〉〉
, (3.29)

where
〈〈
ein(φ1−φ2)

〉〉
by definition is the second order cumulant. For perfect detector,

the first term in the Eq. 3.29 vanishes and cumulant reduce to measured two-particle

correlations. There are several physical contributions to
〈〈
ein(φ1−φ2)

〉〉
which separate

into flow and non-flow. Therefore, for the perfect detector Eq. (3.29) becomes

〈
ein(φ1−φ2)

〉
= v2

n + δn (3.30)

for nth harmonic δn denotes the non-flow contribution to nth harmonic. Similarly four-

particle correlations can be decomposed as:

〈
ein(φ1+φ2−φ3−φ4)

〉
=
〈
ein(φ1−φ3)

〉〈
ein(φ2−φ4)

〉
+
〈
ein(φ1−φ4)

〉〈
ein(φ2−φ3)

〉
+
〈〈
ein(φ1+φ2−φ3−φ4)

〉〉
(3.31)

If the particles are correlated pairwise, the two possible combinations which lead to non-

vanishing value for L.H.S of Eq. (3.31), these pairs can be either (1,3) and (2,4) or (1,4)

and (2,3). This yields first two terms of Eq. (3.31). The last term is fourth order cumulants

by definition, which is independent of the two-particle non-flow correlations. There may

be contribution from the four-particle non-flow correlations but their contribution scales

with the multiplicity like 1/M3. [34]. Eq. (3.31) can be written as

〈
ein(φ1+φ2−φ3−φ4)

〉
= 2

〈
ein(φ1−φ3)

〉2
+
〈〈
ein(φ1+φ2−φ3−φ4)

〉〉
(3.32)
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The flow contribution to the cumulant can be obtained by subtracting two-particle corre-

lations from 4-particle correlations i.e., rearranging the above equation,

〈〈
ein(φ1+φ2−φ3−φ4)

〉〉
= 2

〈
ein(φ1−φ3)

〉2
−
〈
ein(φ1+φ2−φ3−φ4)

〉
= −v4

n (3.33)

In previous analysis, cumulant were calculated by using generating function [32]

Gn(z) =
M∏
j=1

[
1 +

wj
M

(
z∗einφj + ze−inφj

)]
=

M∏
j=1

[
1 +

wj
M

(2xcos(nφj) + 2ysin(nφj))],(3.34)

where φj are the azimuthal angle of the outgoing particles w.r.t. a fixed direction in the

laboratory frame. The product runs over all the particles (i.e. multiplicity of the event

M ) in the single event and z = x + iy is arbitrary complex number. The weight wj is a

function of particle type, transverse momentum and the rapidity. Number of particles M

are chosen to be same for all events i.e. fixed multiplicity for each centrality. Cumulant for

the nth order can be calculated by averaging the generating function over all the events,

i.e.,

Cn(z) ≡M
[
〈Gn(z)〉1/M − 1

]
(3.35)

The cumulant of 2k-particle correlations cn{2k} are coefficients of zkz∗k/((k!)2 in the

power series expansion of Cn(z). The first three cumulants are calculated by truncating

the series expansion upto |z|6 and computing the Cn(z) at following interpolations points:

zp,q = xp.q + ιyp,q, xp,q ≡ r0
√
p cos

(
2qπ

qmax

)
, yp,q ≡ r0

√
p sin

(
2qπ

qmax

)
, (3.36)

for p = 1, 2, 3 and q = 0..........qmax− 1, where qmax ≥ 8. The parameter r0 is chosen so as

to compromise between the errors due to higher order terms in the power series expansion

and the numerical errors. Under the assumption that numerical errors are proportional

to the total number of elementary operations performed (of the order of MNevts). The

r0 ∼ (εN
3/2
evtsM)1/8

√
M/〈w2〉, where ε is the accuracy of elementary operations.
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Cn(zp,q) are averaged over the phase space of z to give

Cp ≡
1

qmax

qmax−1∑
q=0

Cn(zp,q) p = 1, 2, 3 (3.37)

The cumulant for 2-, 4- and 6-particle correlations are given by

Cn{2} =
1

r2
0

(
3C1 −

3

2
C2 +

1

3
C3

)
, (3.38)

Cn{4} =
2

r4
0

(
− 5C1 + 4C2 − C3

)
, (3.39)

Cn{6} =
6

r6
0

(
3C1 − 3C2 + C3

)
, (3.40)

For the detector with full azimuthal coverage each cumulant cn{2k} gives the estimate

of the corresponding integrated flow Vn, which is denoted by Vn{2k} :

Vn{2}2 = cn{2}, Vn{4}4 = −cn{4}, Vn{6}6 = −cn{6}/4. (3.41)

The statistical uncertainty on cn{2k} is of the order (〈w2〉k/
√
M2kNevts). The relative

error on Vn{2k} is of the order

δVn{2k}
Vn{2k}

∼ 1

χ2k
n

√
Nevts

. (3.42)

where χn ≡ Vn
√
M/〈w2〉.

The order of magnitude is correct as long as χn is not larger than unity which is the

case for most of experiments at relativistic energies.

(ii) Q-Cumulant Method

This method [36] of calculating the cumulants has several advantages over the gen-

erating function method. Primarily it is much faster since it does not involve multiple

passes over data or nested loops over tracks and is more transparent. Cumulants are

calculated directly from Q-vector without using generating function. We don’t need to

tune interpolating parameters like r0 in cumulants method and even this is not biased

by multiplicity fluctuations. The flow is calculated the same way as in the conventional
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cumulant method from cumulants using the relations,

vn{2, QC}2 = 〈2〉 (3.43)

vn{4, QC}4 = 2.〈2〉2 − 〈4〉, (3.44)

Cumulants for two- and four-particle correlation are denoted by cn{2, QC}, cn{4, QC}

and defined as:

cn{2, QC} = 〈2〉 (3.45)

cn{4, QC} = 〈4〉 − 2.〈2〉2 (3.46)

The cumulants are calculated from Q-vector. Q-vector evaluated for harmonic nth is a

complex quantity denoted by Qn and defined as :

Qn ≡
M∑
i=1

eιnφi , (3.47)

and calculated as

Qn,x =
M∑
i=1

cos(nφi), Qn,x =
M∑
i=1

sin(nφi), (3.48)

The summation runs over all the particles in an event with multiplicity M and φi is

azimuthal angle of the ith particle.

The two-particle cumulants cn{2, QC} are obtained by decomposing | Qn |2 to give

〈2〉 =
|Qn|2 −M
M(M − 1)

(3.49)

and the four-particle correlations are calculated by decomposing the | Qn |4 to give

〈4〉 =
|Qn|4 + |Q2n|2 − 2Re.[Q2nQ

∗
nQ
∗
n]− 4(M − 2).|Qn|2

M(M − 1)(M − 2)(M − 3)
+

2

(M − 1)(M − 2)
(3.50)
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These Equations are used to calculate two- and four-particle correlations to calculate the

anisotropic flow.

It has also been proposed to use weights for each event within a particular centrality

class based on the number of tracks analyzed for that event. The weighted two- and

four-particle correlations are then

〈〈2〉〉 =

∑N
i=1Mi(Mi − 1).〈2〉∑N
i=1Mi(Mi − 1)

(3.51)

〈〈4〉〉 =

∑N
i=1Mi(Mi − 1)(Mi − 2)(Mi − 3).〈4〉∑N
i=1Mi(Mi − 1)(Mi − 2)(Mi − 3)

, (3.52)

and the two and four particle cumulants are calculated from equations 3.51 and 3.52 as

cn{2, QC} = 〈〈2〉〉 (3.53)

cn{4, QC} = 〈〈4〉〉 − 2〈〈2〉〉2 (3.54)

This weighting was proposed as a method to reduce the dependence of the results on

multiplicity. However, the application of multiplicity weights makes the v2{2, QC} and

v2{4, QC} results more dependent on the width of the multiplicity bins used to define

centrality.
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Chapter 4

Photon Multiplicity Detector and

Photons Flow

A Preshower Photon Multiplicity Detector (PMD) [1,2] was installed in the STAR experi-

ment by Indian Collaboration. PMD is capable of studying photon production in nucleus-

nucleus collisions in the forward rapidity region (Fig. 4.1) where high particle density

precludes the use of calorimeter. The inclusion of PMD has increased the phase space

coverage of STAR detector by covering the pseudorapidity region of −2.3 ≥ η ≥ −3.8 with

full azimuthal acceptance and in the pT down to ∼ 25 MeV/c [3]. This pseudorapidity

region for the PMD was selected to minimize the effect of upstream materials while max-

imizing the overlap with the coverage of FTPC [4]. The coupling of photons production

measurements from PMD with charge particle measurements from FTPC has increased

the capability of STAR detector to study charge-neutral fluctuations [5]. The detector is

mounted on the east side of STAR detector in the Wide Angle hall (WAH) at a distance

of 542 cm from the interaction point. The basic parameters of the PMD are listed in the

Table 4.1.

The Photon Multiplicity Detector allows measure photons and their spatial distribu-

tion on event-by-event basis. Combining this with the information from other detectors

PMD is capable of investigating the following topics of physics:

• determination of reaction plane and probes of thermalization via studies of azimuthal
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Figure 4.1: Cross-sectional view of the detectors in STAR experiment. The PMD is shown
with thick vertical black lines.

anisotropy.

• critical phenomena near the phase boundary leading to fluctuations in the global

variables like multiplicity, mean transverse momentum and pseudorapidity distribu-

tions.

• signals of chiral-symmetry restoration (e.g. disoriented chiral condensate [6–9])

through the measurements of charged particles multiplicity (Nch) and photons in

a common part of phase space and study of the observables Nγ and Nch/Nγ with

full azimuthal coverage.

4.1 Principle of the PMD

The schematic front view and cross-sectional view of the PMD are shown in Figs. 4.3

and 4.4. It consists of highly segmented detector placed behind the lead converter of

thickness 3 radiations length (3X0). The charged particle veto detector in front of the
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Table 4.1: Basic parameters of the STAR PMD [1]

Paramter Value
Distance from the vertex 542 cm
η coverage −2.3−−3.8
φ coverage 2π
Number of Cells 82,944
Area of the detector 4.2 cm2

Cell Size 1 cm2

Configuration Veto and pre-shower
Weight of the detector 900 Kg

Figure 4.2: Principle of Photon Multiplicity Detector.

74



SECTION 4.1: PRINCIPLE OF THE PMD

converter is used to reject the charged particles. A photon passing through lead converter

initiate an electromagnetic shower and produce large signals on several cells of the sensitive

volume of the detector. Charged hadrons normally affect only one cell and produce a signal

resembling the minimum ionizing particles (MIPs). The principle (Fig. 4.2) behind the

STAR-PMD is same as the pre-shower detectors used in WA93 and WA98 experiments at

CERN SPS [10,11]. The thickness of the converter is chosen to be 3X0, for the following

reasons:

• the high conversion probability of the photons.

• the small transverse shower spread which minimize the shower overlap in high mul-

tiplicity environment.

Figure 4.3: Schematic front view of Photon Multiplicity Detector.

The detector consists of a large number of honeycomb chambers known as cells, where

each cell act as independent proportional counter. They are filled with the mixture of Ar

and CO2 gas in the ratio 70:30 because of insensitivity of the mixture to the neutrons.

The choice of the technology used in detector was based on the following considerations:

• The low energy δ-electrons should be prevented from traveling to nearby cells and

causing significant crosstalk among adjacent cells.
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Figure 4.4: Cross-sectional view of Photon Multiplicity Detector.

• The detector material should be insensitive to neutrons. In a hydrogenous material

neutrons tend to produce large signals due to recoil protons, which can mimic a

photon signal.

• The multihit probability of the a cell must be small.

• The active volume of the detector should be thin and very close to the converter to

minimize the transverse spread.

• The detector technology should be amenable to modular design with minimum dead

spaces at the boundaries.

• The charged particles should be confined preferably to one cell so that the occupancy

doesn’t increase significantly.

• The efficiency of the detection of charged particles should be high.

4.2 Mechaniucal Design and Fabrication of the PMD

4.2.1 Mechanical Parts

The mechanical parts of the PMD are :
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• Honeycomb Chambers.

• Lead converter plates.

• Support assembly.

4.2.2 Honeycomb Arrays

The honeycomb is fabricated using 0.2 mm thick copper sheets. Individual cells are formed

using the die forming technique. The cells are arranged in a matrix of 24 x 24 in a high

precision jig and spot-soldered to form the honeycomb. The honeycomb module has stiff

1 mm diameter copper studs which are attached by reflow soldering. These studs are

situated at eight different locations, four at the corners of the rhombus and four at the

centers of each edge. They are used to bring out the high voltage connections of the

cathode onto the printed circuit boards (PCBs). They also act as guides for attaching

the PCBs on both sides of the honeycomb array, which ensures proper alignment. Small

notches are provided at the corners of each cell so that gas flow from one cell to another

smoothly.

The copper honeycombs obtained from the manufacturer are cleaned using soap solu-

tion and water in ultrasonic cleaners and then dried in warm air. The honeycomb cathode

structure is then dip-coated with high conductivity graphite paint. The basic parameters

of a unit cell are listed in the Table 4.2.

Table 4.2: Basic parameters of a unit cell.

Parameter Values
Shape Hexagonal
Total No. Of Cells (CPV + Preshower) 82,944
Cell Cross-Section 1.0 cm2

Cell Depth 0.8 cm
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Figure 4.5: Cross-sectional view of an extended unit cell.

4.2.3 Honeycomb Chambers

The honeycomb chambers are fabricated in the form of unit modules made of unit cells.

A unit module with extended cathode for the field shaping is shown in Fig. 4.5 . The unit

module consists of a rhombus of side ≈ 260 mm containing a matrix of 24 x 24 cells. This

shape has identical boundaries on all four sides. The wall thickness at the boundaries is

half than that of the inner walls. When such arrays are joined together to form a super

module, the half-thick boundary walls merge to form a seamless array of hexagonal cells.

In order to keep the number of these independent proportional counters small and to

reduce the dead area due to the boundaries, nine unit modules arranged in a 3 × 3 matrix

are enclosed within a gas tight enclosure known as supermodule.
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4.2.4 Unit Module Assembling

The Components of a unit module are shown in Fig. 4.6. The steps involved in the unit

cell assembling are mounting the PCBs and wire insertion. The top PCB containing

the electronic boards has solder islands at the centre of each cell with a 0.4 mm gold

plated tungsten wire through a hole. Signal tracks from 64 cells are brought out to a 70

pin connector. The PCBs on the bottom side have only soldering islands without signal

tracks, which serve as anchor points. The two PCBs are attached on the both sides of

the honeycomb, aligned with copper studs. Gold plated tungsten wires are first cleaned

and wounded onto a smaller spools. This wire is then stretched through the holes on

the PCB, using a simple jig. The basic aim of the jig is to provide tension (30% of the

elastic limit to the wire before soldering onto the island on the PCB. Other end of the

hole, from where wires emerges, are then closed with a tiny amount of fast-setting epoxy

to make them gas tight. This scheme prevents solder flux creeping into the cell and makes

soldering easier. At the end of the assembly, all the soldered joints are tested for dry

solder using a milli-ohmmeter.

Figure 4.6: Various components of a unit module.
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Figure 4.7: Schematic view of a section of a supermodule.

4.2.5 Supermodule Assembly

Supermodule is a gas tight chamber made of 3 mm thick FR4 grade glass epoxy plate as

the base plate and a 7 mm thick and 25 mm high aluminium boundary wall. One cell at

each corner of the supermodule is retained without anode wire to allow the screw to pass

through a glued gas tight stainless steel tube for fixing the supermodule onto the support

plate. The following steps are followed for assembling a supermodule:

1. A base frame made of 50 mm × 25 mm aluminium channels is fixed to the bottom

to retain planarity of the bottom sheet during further operation. A Schematic of a

section of supermodule showing different components such as gas inlet, high voltage

feeder, support channels and sealing for gas tightness is shown in Fig. 4.7.

2. Nine assembled unit modules are placed to fill the inner area of the supermodule

enclosure, leaving 1 mm gap on all the sides to accomodate general assembly toler-

ance and to provide insulation between the honeycomb cathode and the boundary

(Fig. 4.8). Teflon spacers are inserted into the gap along the boundary to prevent

any movement of unit modules and also to insulate honeycomb cathode from the
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walls.

Figure 4.8: Assembly of super module from unit modules.

Five different types of the supermodules used in PMD, are listed in Table 4.3.

Table 4.3: Types of Supermodules

Type of Supermodule Total Number
SM4 (with 4 UM) 6

SM5 (with 4 UM) 2

SM6 (with 4 UM) 10

SM8 (with 4 UM) 4

SM9 (with 4 UM) 2

The supermodules are further divided into two categories :

1. The Mirror type (M)

2. The Normal type (N)

Total 24 supermodules are used in the preshower and veto detector.

4.2.6 Supermodule Numbering Scheme

The CPV and pre-shower planes consist of 12 supermodules each with 4, 5, 6, 8, 9 unit

modules. Therefore, it is important to adopt a numbering scheme to assign every channel
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in a supermodule a particular address. The address of each channel is important for the

software mapping of the detector. The numbering scheme for CPV and PMD are shown

in Fig. 4.9 and 4.10 respectively. Supermodules in the CPV are numbered from 1 to 12

whereas in the PMD plane they are numbered from 13 to 24. Arrows associated with “i”

and “j” in figures corresponds to the direction of row and column for every supermodule.

One corner of the supermodule is marked to denote the origin of rhombus array. The

x-axis increases toward the right and y-axis increases upward.

Figure 4.9: CPV plane numbering scheme, row and column scheme for the channels.

4.2.7 Lead Converter Plates

Rhombus shaped lead converter plates are sandwiched between the CPV and the pre-

shower plane. The features of the converters are listed in the Table. 4.4
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Figure 4.10: PMD plane numbering scheme, row and column scheme for the channels.

Table 4.4: Features of Lead Converters

Components Features Safety Aspects
4% Antimony Lead Plates, Thickness of each plate: 15 mm Each plate is painted

Size: 254 Rhombus with polyurethane paint after
Weight: ∼ 10 Kg applying suitable primer.
Each plate mounted on the SS
support plate by two M6
socket head cap screws.

4.2.8 Support Assembly

The drawing of the support assembly has been shown in Fig. 4.11. It has two parts :

1. The support plates .

2. The suspension movement mechanisms.

A 5 mm thick stainless steel plate is used to support the lead converter plates and

supermodules in each half of the PMD. It has tapped holes for screws corresponding to

holes positions in the lead plates and in the supermodules. The two halves of the detector

are supported on the girders and hang freely in a vertical position. The support structure
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allow both x- and z- movements of the detector. Each half of the detector can be separated

for the access by a smooth independent movement control by limit switches. The service

of the two halves are also independent. When fully open, the two halves provide sufficient

clearance for the poletip support of the STAR magnet to move in.

Figure 4.11: Schematic view of the PMD support assembly.

4.3 Gas System

The front and rear view of the gas system are shown in Figs. 4.12 and 4.13. The various

aspects of the PMD gas system are given in Table 4.5.

4.4 Front End Electronics

The front-end electronics for processing the PMD signals is based on the use of 16-channel

GASSIPLEX chips developed at CERN [12] which provides analog multiplexed signal and

readout using the custom built ADC board (C-RAMS), which are obtained for CAEN,
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Table 4.5: PMD gas system

Components Features Safety Aspects
1. Two Component Gas Ar (70 %) + CO2 (30%) Non inflammable,

2. Valves Manual Control Operating pressure is
only 1 mbar above the
atmospheric pressure,

3. Flow meters Manual Monitoring Total Flow rate 45 litres/hr.
Ar: 50 liters/hr
CO2: 30 liters/hr

Figure 4.12: Front view of the PMD gas system.

Italy. C-RAMS can handle a maximum of 2000 multiplexed signals. Considering the

symmetry requirement of the detector hardware, the readout of the entire PMD has been

divided into 48 chains. Each chain covers three unit modules and has 1728 channels. Each

readout in the chain is driven by three components :

1. A Translator board.

2. 27 FEE boards each consisting of four GASSIPLEX chips.
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Figure 4.13: Rear view of the PMD gas system.

3. A Buffer Amplifier board.

The Translator board (Fig. 4.14) converts the NIM levels of all control signals into the

level required for the operation of GASSIPLEX chips. Operating voltage for these chips

is ±2.75 V.

The cells in the unit modules are arranged in clusters of 8 × 8 cells connected to a

70-pin connector. This cluster of 64 cells is readout by a FEE (Fig. 4.15) having four

GASSIPLEX chips. For the geometrical considerations, the FEE boards are also made in

rhombus shape. To reduce the voltage drop across the long chain, a bus like design had

been used to provide power to the FEE boards.

The buffer amplifier (Fig. 4.16) is used for the transmission of train of analog multi-

plexed signal to the readout module via a low impedance cable.
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Figure 4.14: The Translator Board.

Figure 4.15: A FEE board containing four GASSIPLEX chips.

4.4.1 Noise/Pedestal

The minimum noise level of the electronics is known as pedestal. For proper quality control

in the assembly of each FEE board, each GASSIPLEX chip is tested for full functionality

of the each channel and also pedestals have been measured. All pedestals must lie in

the negative range of values as it is an input polarity for the ADC. All the GASSIPLEX
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Figure 4.16: The Buffer Board.

chips are grouped into four pedestals classes and only the chips from same group has been

mounted on the same FEE board. The FEE boards are then adopted in order to obtain

a maximal homogeneity in the pedestal values.

The pedestal values for the each channels have been measured before connecting to

the detector. The results for a daisy chain are shown in Fig. 4.17, in which top panel

shows the pedestal value mean (Left) and sigma (Right) for each channel in one chain.

All the boards have large mean values showing all are working. Right plot on the top

shows the sigma values for all the channels in this chain. The distribution of sigma for

all the channels is shown in bottom right panel. Similarly, the distribution of the mean

pedestal values of all channels is given in bottom left panel.

4.5 PMD Trigger Scheme

Figure 4.18 shows the timing diagram for the trigger scheme in PMD. After the RHIC

collision, L0 (Level zero trigger) arrives after 1.1 µs. However, the peaking time of the

GASSIPLEX is only about 1 µs. This makes it necessary to use a pre-trigger which is
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Figure 4.17: (Top Panel) (Left) Pedestal values verses channel numbers. (Right) Sigma
values verses channel numbers. (Bottom Panel) (Left) Integrated pedestal (Right) Distri-
bution of RMS values.

generated earlier and sent to GASSIPLEX to strobe the T/H. The STAR trigger scheme

provides such a pre-trigger signal [13].

The signals on the T/H stage of the GASSIPLEX are held until the arrival of the

validation of L0 to continue with digitization and data transfer. If L0 is not validated

within specified time, a clear signal is generated which resets the GASSIPLEX and makes

it available for taking the fresh interaction after about 10 µs.

However, when L0 comes within pre-defined time, T/H and busy signals are sent and

if pre-trigger exists for this L0, then trigger is sent to sequencer which in turn generates

the clock, T/H, clear, busy etc.
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Figure 4.18: Timing diagram for the PMD pre-trigger and L0 validation.

4.6 PMD Data Analysis

The Photon Multiplicity Detector contains two planes, the charged particles veto (CPV)

and pre-shower plane having lead converter of three radiation length thickness sandwiched

between them. A photon passing through the lead converter in front of the pre-shower

plane gives electromagnetic shower. The electrons and positrons coming out of the shower

hit a number of cells in the pre-shower.

For analyzing the PMD data, data is cleaned by identifying and removing the hot and

noisy channels. Hot channels are those channels, which fires abnormally high in the chain

than the average frequency of firing during the run. After removing the hot channels

cell-to-cell gain calibration is done to study the uniform response of the cell in η and φ.

Then clustering has been done for the tracks hitting the cell in pre-shower plane. To

distinguish the clusters due to photons and charged hadrons the following properties of

photon clusters and charged hadron clusters are kept in mind,

• Charged particles do not produce shower in the lead converter and hit mostly a
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single cell in the CPV and pre-shower plane, produce a cluster with single isolated

cell in the preshower plane. However, photons produce electromagnetic shower in

the lead converters and hit a number of cells in the pre-shower plane.

• The energy deposited by the charged particles is less than energy deposited by the

photons in the sensitive volume of the preshower plane.

Also, the hadron is expected to be a MIP and deposit a minimum amount of energy

(≈ 2.5 KeV) [14, 15] and give signal only in the pre-shower plane. To get the good

sample for the photon clusters it is necessary to study the efficiency and purity of the

photon counting. The variation of photon counting efficiency and purity with various cuts

decides the criteria for photon-hadron discrimination. Figure 4.19 shows the efficiency and

purity of photon sample as a function of MIP Edep cut. One MIP Edep is equivalent to 2.5

KeV obtained from simulations [16]. The efficiency of the photon counting decreases from

70% to 30% with MIP Edep cut and purity is varies from 40% to 50% with MIP Edep cut.

To select optimum value for purity and efficiency, it is appropriate to use the threshold

values to be close to 3×EMIP
dep . Similar studies of purity and efficiency as a function of

Ncell suggest that the second condition for photon-hadron discrimination to be Ncell > 1

(number of cells).

To estimate the number of photons (Nγ) from the detected photon-like clusters (Nγ-

like), we use the photon reconstruction efficiency (εγ) and purity (fp) for the photon-like

sample and defined as,

εγ = Nγ.th
cls /N

γ
inc (4.1)

fp = Nγ.th
cls /Nγ−like, (4.2)

where Nγ
inc is the number of incident photons from the HIJJING event generator, Nγ.th

cls

is the number of photon clusters above the photon-hadron discrimination threshold and

Nγ−like is the total number of clusters above the hadron rejection threshold. The photon

multiplicity in the data is obtained as, Nγ = (fp/εγ)Nγ−like [14,15,17]. Figure 4.20 shows

the εγ and fp for minbias Au+Au 200 GeV collisions. The photon reconstruction efficiency
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Figure 4.19: Efficiency (solid circles)and purity (solid squares) of photon counting as a
function of MIP Edep cut for Au+Au collisions at 200 GeV. One mip value is ≈ 2.5 KeV.

Figure 4.20: Pseudorapidity dependence of photon reconstruction efficiency and purity
for Au+Au 200 GeV collisions.

varies from 40% at η=-2.3 to 60% at η=-3.7 for all the collisions centralities obtained in

simulations. The purity of the photon sample is nearly constant for Au+Au collisions.

More detail of various steps of photon clusters selection, charged particles discrimination

and other data checks [16,18].
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4.6.1 Photon’s Elliptic Flow

In relativistic heavy ion collision, the colliding nuclear matter emerges as flow pattern due

to incompressibility of nuclear matter. Information about the equation of state for the

nuclear matter can be extracted from the collective flow of nuclear matter deflected side-

wards from the hot and dense region formed by overlap of colliding nuclei. Collective flow

can be studied by measuring the momentum distribution of the produced particles. It has

been suggested that if flow occurs in the plasma state, then the subsequent hadronization

may affect the kinematic quantities of different particle species differently. It is, therefore,

desirable to measure the anisotropy of different particle species in the final state. It is

advantageous to study the event shape with photons because their transverse distribution

and their parent pions are not affected by final state Coulomb effects.

Photons multiplicity measurements using the preshower PMD have already been used

to study the collective flow at the SPS energies [19, 20]. The centrality dependence of

the flow is sensitive to equation of state and shows different behavior for hadron gas and

quark-gluon plasma. PMD has the advantage of studying flow in the forward rapidity

region.

4.6.2 Data Selection

The Au+Au 200 and 62.4 GeV data sets [16, 23] are analyzed to study elliptic flow from

the photon clusters collected by pre-shower Photon Multiplicity Detector in the STAR

experiment. The minimum bias trigger is used for the collection of data, which is defined

by the coincidence of two zero-degree calorimeters (ZDCs) [21] located at ±18 from the

centre of the interaction region along the beam line, using charged particles hits from

an array of scintillators slates arranged in a barrel called the Central Trigger Barrel and

two Beam-Beam Counters (BBCs) [22]. The events with collision vertex position lie

within ±30 cm from the centre of TPC along the beam pipe are selected. This analysis

is done using the preshower plane of PMD. The supermodules in the preshower plane

are numbered from 13 to 24. Only the run numbers, in which -1400V was applied to

preshower plane are used. Some of the supermodules, not working properly in the run
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Figure 4.21: Reference multiplicity distribution for the Au+Au 200 GeV collisions used
for the centrality selection.

declared ‘bad’ are not used in the analysis. The centrality of the events is defined by using

the standard definition of centrality determination adopted in STAR. It uses uncorrected

charged particles multiplicity within the pseudorapidity region |η| < 0.5 having more than

10 space points and distance of closest approach from the primary vertex 2 cm. The reason

to use this region instead of |η| < 1.0 is to reduce the effect of detector acceptance and

efficiency.

Figure 4.21 shows the reference multiplicity measured within |η| < 0.5. Vertical lines

show the multiplicity cuts and corresponding fraction of cross-section. These multiplicity

cuts decide the centrality classes used in analysis. Figure 4.22 shows the total number

of clusters in PMD for Au+Au 200 GeV Collisions. Multiplicity distribution for various

centralities are shown in figure.

4.7 Results and Discussion

The elliptic flow using two-particle correlations (v2{2}) has been calculated using two

methods :

94



SECTION 4.7: RESULTS AND DISCUSSION

Figure 4.22: Total numbers of clusters in PMD for Au+Au 200 GeV collisions. Multiplicity
distribution of different centralities are shown.

(1). Generating function method.

(2). Q-Cumulant method.

4.7.1 Elliptic Flow in Au+Au 62. 4 GeV

The number of good supermodules used for the analysis and the MIP value for each

supermodule are listed in Table 4.6 [24].

Table 4.6: Super-Modules and the MIP values.

S.No. SM Number MIP value
1 14 46
2 15 87
3 16 67
4 17 86
5 18 40
6 19 165
7 21 102
8 22 79
9 23 98
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The cuts used for photon-hadron discrimination are :

1. Ncell >1 .

2. ADC >3*MIP

The XY display of hits for the Pre-shower plane for the pseudorapidity region −2.3 >

η > −3.8 is shown in Fig. 4.23. The blank spaces shows the bad supermodules, not used in

the analysis. Figure 4.24 shows pseudorapidity and azimuthal distribution of the photons

clusters used in the analysis. The number of event used the analysis are ∼321544.
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Figure 4.23: XY display of hits on preshower plane for the region −2.3 > η > −3.8 in
Au+Au 62.4 GeV.

Figure 4.25 shows the centrality dependence of v2{2} calculated from Generating func-

tion method and Q-Cumulant method. The elliptic flow increases while going from central

to peripheral collisions. Both the methods give the same values within errors for v2{2}.

The azimuthal corrections are applied to the data for the Q-Cumulant method while the

Generating function method gives very small values for the acceptance corrections that

lies within errors bars.

Also an attempt has been made to get symmetric azimuthal distribution for the photon

clusters by putting cut on pseudorapidity to get more consistent values of elliptic flow.
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Figure 4.24: (Left) Pseudorapidity distribution and, (Right) Azimuthal distribution of
the photons clusters for −2.3 > η > −3.8 in Au+Au 62.4 GeV.

Centrality(%)
0 10 20 30 40 50 60 70

{2
}

2v

-0.01
0

0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09

0.1

Au+Au 62.4 GeV
Q-Cumulant
Gen.Function

Figure 4.25: Centrality dependence of v2{2} for −2.3 > η > −3.8.

Figure 4.27 shows the pseudorapidity and azimuthal distributions of the photon clusters

for the pseudorapidity region −2.75 > η > −3.8. Centrality dependence of the elliptic

flow calculated in this region is shown in Fig. 4.28. The elliptic flow calculated for the

pseudorapidity region −2.75 > η > −3.8 increases as the centrality decreases. The v2{2}

for the peripheral collisions closely shows the same values as calculated for pseudorapidity

region, −2.3 > η > −3.8 shown in Fig. 4.25. The v2{2} has been shown only for centrality
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Figure 4.26: XY display of hits on preshower plane for the −2.75 > η > −3.8.

!

Figure 4.27: (Left) Pseudorapidity distribution and, (Right) Azimuthal distribution of
the photons clusters for −2.75 > η > −3.8.

0-5% to 40-50% , because number of events become less for the most peripheral collisions

due to low statistics.
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Figure 4.28: Centrality dependence of v2{2} for −2.75 > η > −3.8.

4.7.2 Elliptic Flow in Au+Au 200 GeV

The number of good supermodules used to analyze Au+Au 200 GeV data and the MIP

value for each supermodule are listed in the Table 4.7 [25]. The same cuts are used for the

photon-hadron discrimination as used for 62.4 GeV collisions and the number of events

used are ∼374825.

Table 4.7: Super-Modules and the MIP values.

S.No. SM Number MIP value
1 1 135
2 5 128
3 7 96
4 9 60
5 10 88
6 11 140

The XY display of hits for Preshower plane in the pseudorapidity region −2.3 < η <

−3.8 is shown in Fig. 4.29. The pseudorapidity and azimuthal distribution on the photon

clusters is shown in Fig. 4.30. The azimuthal distribution of the photons clusters is not

flat due to number of bad supermodules. The Au+Au 200 GeV data gives very high values
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Figure 4.29: XY display of hits in the preshower plane in the pseudorapidity region
−2.3 < η < −3.8.

Figure 4.30: (Left) Pseudorapidity distribution and, (Right) Azimuthal distribution of
the photons clusters for −2.3 > η > −3.8 in Au+Au 200 GeV.

for the v2{2} for the complete data set [25]. So run-by-run study of the cumulants has

been done to checkout the bad run. Figure 4.31 shows the run number dependence of the

two-particle cumulant. The cumulant shows very high value for the a file corresponding

to run number 8133041. Therefore, the final v2{2} shown in Fig 4.32 has been calculated

leaving the data corresponding to the run number 8133041. The most central collisions

100



SECTION 4.7: RESULTS AND DISCUSSION

Figure 4.31: Dependence of two-particle cumulants on the run number for different cen-
tralities.
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Figure 4.32: Centraiity dependence of v2{2} for Au+Au 200 GeV collisions.
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show imaginary/zero values of the v2{2} and increase while going toward mid central

collisions. The v2{2} for the most peripheral collisions is not shown due to low statistics.

4.7.3 Energy Dependence of Photons Flow
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Figure 4.33: Comparison of v2{2} in Au+Au collisions at 200 and 62.4 GeV.

Figure 4.33 shows the comparison of v2{2} in Au+Au collisions at 200 and 62.4 GeV.

v2{2} for 62.4 GeV collisions is little higher than collisions at 200 GeV in central collisions

but the values are same within errors for the mid-peripheral collisions.

4.8 Summary

The v2{2} has been calculated for the Au+Au 200 and 62.4 GeV collisions using the

data [24, 25] for the Photon Multiplicity Detector using Generating function and Q-

Cumulant method. The elliptic flow calculated from two-particle correlation (v2{2}) shows

the increase from central to peripheral collisions for Au+Au collisions at 200 and 62.4 GeV

with both the energies showing the nearly same values within errors.
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The elliptic flow from the four-particle correlation (v2{4}) has not been shown because

of low statistics of the data which doesn’t allow to calculate the four-particle cumulants.

Therefore, large data sets and better azimuthal coverage are required for the detailed

study of the elliptic flow. The STAR has collected large data for the Au+Au 200 GeV

collisions recently in Run 10. Acceptance is reasonably good for the run to study the

elliptic flow.
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Chapter 5

Eccentricity Models

Elliptic flow has been found to be very important for understanding the initial conditions

in the relativistic heavy ion collisions [1–3]. The elliptic flow calculated from different

methods shows 20% spread in its values (Fig. 5.1) [4]. The better accuracy for v2 mea-

surements is required for the comparison with relativistic viscous hydrodynamical model

calculations because 30% uncertainty in the elliptic flow values leads to 100% uncertainty

in the ratio of shear viscosity to entropy [5]. The non-flow has been found to contribute to

the elliptic flow calculated from the different methods [6]. Recently, It has been studied

that fluctuations in elliptic flow may affect the measured values of the elliptic flow [7, 8].

It has been also recognized that some measurements are relative to the participant plane

and some to the reaction plane. Figure 5.2 shows schematic view of the participant plane

and the reaction plane for a nucleon-nucleon collision. The reaction plane is spanned by

the impact parameter and the beam direction. The participants are those constituents

which take part in primary interactions. The minor axis of the participant zone and the

beam direction define the participant plane.

The centrality dependence of elliptic flow (v2) at SPS [9] doesn’t show perfect agree-

ment with hydrodynamical models. However, RHIC data shows agreement to some ex-

tent with hydrodynamical models under particular combination of dynamical modeling

i.e., initial conditions from Glauber Model, perfect fluid Quark Gluon Plasma core and

dissipative hadronic corona [10]. But this doesn’t represent the centrality dependence of
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Figure 5.1: Charged hadron v2 vs. centrality from various methods.

Xrp

Yrp Xpp
Ypp

Reaction plane(rp)
Participant plane(pp)

Figure 5.2: Schematic view of a nucleon-nucleon collision in a plane transverse to beam
direction. The dots represent participant nucleons. Due to fluctuations, overlap zone shift
w.r.t. to reaction plane (rp).

elliptic flow in hydrodynamical model. This could be due to the absence of initial state

fluctuations in the hydrodynamical model. The fluctuations in v2 may be due to the fluc-
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CHAPTER 5: ECCENTRICITY MODELS

tuations in initial spatial anisotropy of the overlap region, which can’t be calculated in

experiments. The measurement of fluctuations in initial spatial anisotropy can be made

by using different models. So, to find the model which better represents the data and

initial state fluctuations we use the following models:

1. Monte-Carlo Glauber Model for Nucleons as Participants (MCG-N).

2. Monte-Carlo Glauber Model for Constituent Quarks as Participants (MCG-Q).

3. Color Glass Condensate (CGC) based Monte-Carlo Model (fKLN-CGC).

Hama, Grasi, Kodoma et al. Navneet, P.Sorensen Venugoppalan, Lappi

Figure 5.3: Geometrical representations of the eccentricity models.

Geometrical representations of the these eccentricity models are shown in Fig. 5.3.

The details of these models are described below:

5.1 Monte-Carlo Glauber Model for Nucleons as Par-

ticipants (MCG-N)

The Monte-Carlo Glauber Model for Nucleons as Participants is based on the following

assumptions [11], which are appropriate for heavy ion collisions:

1. The collisions are characterized in terms of classical impact parameter (b).

2. The nucleons are assumed to move in a straight line along the beam axis.

3. A fix transverse interaction range is used which is determined by nucleon-nucleon

total inelastic cross section (σNNinel ) in free space.

Using these assumptions the charged particles multiplicities are obtained using the

Wood-Saxon density distribution and negative binomial multiplicity distribution for N+N

collisions which are described below:
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SECTION 5.1: MONTE-CARLO GLAUBER MODEL FOR NUCLEONS
AS PARTICIPANTS (MCG-N)

The most important inputs to these models are nucleon densities measured in low

energy electron scattering experiments and the energy dependence of the inelastic nucleon-

nucleon cross section. The following Woods-Saxon nucleon density distribution is used:

ρ(r) = ρ0

{
1 + exp

[
(r −R)

a

]}−1

, (5.1)

where r is the radius vector, R is radius of nucleus, a is “skin depth” and ρ0 is nucleon

density at r=0. The measured nucleon-nucleon cross-sections are 42 mb and 35.6 mb for

200 and 62.4 GeV respectively, are used. The input parameters used for Au + Au and

Cu + Cu [12,13] collisions are listed in Table 5.1.

Table 5.1: Input parameters of Woods-Saxon nucleon density distribution.

Parameter/System Au + Au Cu + Cu
R 6.38 fm ±0.06 4.218 fm ± 0.014
a 0.535 fm ± 0.027 0.596 fm ± 0.005

In calculations, impact parameter is selected randomly and positions of the nucleons

relative to geometrical centers of the colliding nuclei were calculated according to nucleon

density ρ(r). The minimum distance between the nucleons inside a nuclei is checked before

colliding them so that nucleons may not overlap each other inside the nuclei. Then, two

nuclei are collided under the assumptions mentioned earlier. A nucleon-nucleon collision

is assumed to take place if their distance d in the transverse plane (orthogonal to beam

axis) satisfies the following condition:

d ≤
√
σNNinel/π, (5.2)

where σNNinel is the inelastic nucleon-nucleon cross-section at given energy of the collisions.
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CHAPTER 5: ECCENTRICITY MODELS

The negative binomial distribution (NBD) [14, 15] used to estimate the event multi-

plicity of the each simulated event is:

P n̄,k
NBD(n) =

Γ(n+ k)

Γ(k)Γ(n+ 1)

(
n̄

n̄+ k

)2( k

n̄+ k

)
(5.3)

The multiplicity of an event is generated using:

n = f(
√
s
NN

)((1− xhard) + 2xhardNbin/Npart), (5.4)

where f(
√
sNN) = 0.5933ln(

√
sNN)− 0.4153 and then sampling a negative binomial dis-

tribution with parameter n, mean number of sources, k=2.1 for each participant and

xhard =0.11. This parameterization provides a good description of multiplicity distribution

in heavy ion collisions for all the centralities in the energy range
√
sNN = 20− 200 GeV .

The number of binary collisions (Nbin) are obtained by counting the number of nucleon-

nucleon collisions and Npart is the number of participants nucleons in collision from both

the nuclei. The multiplicity distributions obtained for Au+Au and Cu+Cu collisions at

200 and 62.4 GeV using the above procedure are shown in Fig. 5.4.

In the STAR data, centrality of an event is defined using the number of charged particle

tracks in the TPC having pseudo-rapidity |η| < 0.5. Accordingly, centrality bins in models

were defined using the multiplicity distributions for |η| <0.5 to treat data and models on

equal footing. In this way, our calculations of eccentricity fluctuations also contain impact

parameter and Npart fluctuations which are intrinsic to experimental determination in the

given centrality interval.

All parameters 〈εstd〉, 〈εpart〉, 〈Npart〉 and 〈b〉 are calculated by averaging over the

events in each centrality bin. The quantities εstd and εpart correspond to eccentricity in

reaction plane and participant plane respectively, and are calculated as :

εstd = εRP =
σ2
y − σ2

x

σ2
y + σ2

x

, (5.5)

εpart =

√
(σ2

y − σ2
x)

2 + 4σ2
xy

σ2
y + σ2

x

, (5.6)
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SECTION 5.1: MONTE-CARLO GLAUBER MODEL FOR NUCLEONS
AS PARTICIPANTS (MCG-N)

Figure 5.4: Multiplicity distributions from Monte-Carlo Glauber Model for Nucleons as
Participants (MCG-N) for (a) Au+Au 200 GeV (b) Au+Au 62.4 GeV (c) Cu+Cu 200
GeV (d) Cu+Cu 62.4 GeV.

where variances are calculated using;

σ2
x = 〈x2〉 − 〈x〉2 (5.7)

σ2
y = 〈y2〉 − 〈y〉2 (5.8)

σxy = 〈xy〉 − 〈x〉〈y〉, (5.9)

where (x,y) is the position of participant nucleon in reaction plane and 〈....〉 denotes the

average over number of collisions in given centrality bin. The parameters ε{2} and ε{4}

used to compare eccentricity fluctuations with the maximum limit of v2 fluctuations in

data are calculated using the Eqs.:

ε{2}2 = 〈εpart2〉 (5.10)
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(a)

(a) (b)

(c) (d)

Figure 5.5: Number of participants (npart) distributions from Monte-Carlo Glauber Model
for Nucleons as Participants (MCG-N) for (a) Au+Au 200 GeV (b) Au+Au 62.4 GeV (c)
Cu+Cu 200 GeV (d) Cu+Cu 62.4 GeV.

ε{4}4 = 2〈εpart2〉2 − 〈εpart4〉 (5.11)

In Monte-Carlo Glauber Model for Nucleons as Participants (MCG-N), the nucleons

inside the nucleus are distributed according to Woods-Saxon distribution. The gaus-

sian distribution can also be used in place of Wood-Saxon distribution. The calculated

eccentricity and eccentricity fluctuations are not highly sensitive to exact distribution.

Figure 5.5 displays the npart distributions for Au+Au and Cu+Cu collisions at 200 and

62.4 GeV calculated from Monte-Carlo Glauber Model for Nucleons as Participants. Fig-

ures 5.6 and 5.7 show the 〈εstd〉, 〈σε〉 and 〈εpart〉 for Au+Au and Cu+Cu collisions at

200 and 62.4 GeV calculated from MCG-N model. Here, graphs are shown for different

combinations of ‘R’ and ‘a’ to get systematic errors on the parameters. Au+Au and
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(a)

(a) (b)

(c) (d)

(e) (f)

Figure 5.6: Results from Monte-Carlo Glauber Model for Nucleons as Participants (MCG-
N): Eccentricity in reaction plane (εstd) for (a) Au+Au 200 GeV and (b) Au+Au 62.4
GeV. Eccentricity fluctuations (σε) for (c) Au+Au 200 GeV and (d) Au+Au 62.4 GeV.
Eccentricity in participant plane (εpart) for (e) Au+Au 200 GeV and (f) Au+Au 62.4
GeV.

Cu+Cu collisions follow the same trend for both the energies with 〈εstd〉, 〈σε〉 and 〈εpart〉

decreasing with increase in the number of participants (npart). The values are listed in

Tables 5.2 and 5.3.
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(a)

(a) (b)

(c) (d)

(e) (f)

Figure 5.7: Results from Monte-Carlo Glauber Model for Nucleons as Participants (MCG-
N): Eccentricity in reaction plane (εstd) for (a) Cu+Cu 200 GeV and (b) Cu+Cu 62.4
GeV. Eccentricity fluctuations (σε) for (c) Cu+Cu 200 GeV and (d) Cu+Cu 62.4 GeV.
Eccentricity in participant plane (εpart) for (e) Cu+Cu 200 GeV and (f) Cu+Cu 62.4 GeV.
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Table 5.2: εstd, εpart, σε, ε{2} and ε{4} with errors from Monte-Carlo Glauber Model for
Nucleons as Participants (MCG-N) for Au+Au collisions.

Au + Au 200 GeV
Cent. εstd σε εpart ε{2} ε{4}
(%)
0-5 0.0346±0.0018 0.0674±0.0013 0.0860±0.0012 0.0983 ± 0.0014
5-10 0.0910±0.0047 0.0812±0.0005 0.1304±0.0019 0.1459 ± 0.0018 0.0848±0.0235
10-20 0.1686±0.0081 0.1011±0.0007 0.2032±0.0058 0.2220± 0.0054 0.1682±0.0302
20-30 0.2498±0.0079 0.1245±0.0028 0.2878±0.0044 0.3082±0.0043 0.2611±0.0170
30-40 0.3112±0.0107 0.1529±0.0044 0.3609±0.0057 0.3842 ± 0.0048 0.3347±0.0164
40-50 0.3546±0.0117 0.1903±0.0064 0.4257±0.0047 0.4527±0.0036 0.3985±0.0113
50-60 0.3851±0.0160 0.2379±0.0119 0.4921±0.0020 0.5223±0.0013 0.4631±0.0040
60-70 0.3963±0.0188 0.3187±0.0133 0.5739±0.0008 0.6089 ±0.0028 0.5496±0.0095
70-80 0.3645±0.0159 0.4226±0.0106 0.6644±0.0016 0.7015±0.0064 0.6499±0.0185

Au + Au 62 GeV
0-5 0.0405±0.0038 0.0684±0.0000 0.0898±0.0010 0.1028 ±0.0010
5-10 0.0981±0.0053 0.0823±0.0013 0.1349±0.0027 0.1509±0.0026 0.0876±0.0313
10-20 0.1788±0.0074 0.1034±0.0001 0.2110±0.0048 0.2299±0.0044 0.1779±0.0223
20-30 0.2623±0.0088 0.1240±0.0042 0.2984±0.0058 0.3184±0.0047 0.2733±0.0164
30-40 0.3245±0.0107 0.1512±0.0039 0.3707±0.0065 0.3938±0.0053 0.3454±0.0174
40-50 0.3729±0.0111 0.1902±0.0068 0.4396±0.0037 0.4667±0.0027 0.4133±0.0081
50-60 0.4002±0.0178 0.2408±0.0111 0.5063±0.0050 0.5365±0.0038 0.4794±0.0113
60-70 0.4090±0.0184 0.3204±0.0157 0.5869±0.0027 0.6197±0.0034 0.5619±0.0116
70-80 0.3658±0.0161 0.4340±0.0138 0.6809±0.0078 0.7132±0.0079 0.6620±0.0228
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Table 5.3: εstd, εpart, σε, ε{2} and ε{4} with errors from Monte-Carlo Glauber Model for
Nucleons as Participants (MCG-N) for Cu+Cu collisions.

Cu + Cu 200 GeV
Cent. εstd σε εpart ε{2} ε{4}
(%)
0-10 0.0361±0.0014 0.1379±0.0007 0.1744±0.0005 0.1980±0.0009
10-20 0.0960±0.0022 0.1799±0.0003 0.2441±0.0010 0.2741±0.0011 0.1494±0.0203
20-30 0.1487±0.0027 0.2249±0.0002 0.3213±0.0016 0.3554±0.0014 0.2552±0.0095
30-40 0.1943±0.0049 0.2742±0.0021 0.4024±0.0034 0.4403±0.0034 0.3467±0.0169
40-50 0.2194±0.0014 0.3373±0.0028 0.4910±0.0024 0.5301±0.0019 0.4472±0.0072
50-60 0.2353±0.0036 0.4031±0.0029 0.5842±0.0030 0.6226±0.0034 0.5523±0.0117

Cu + Cu 62 GeV
0-10 0.0421±0.0010 0.1427±0.0013 0.1803±0.0009 0.2052±0.0013
10-20 0.1064±0.0023 0.1836±0.0019 0.2517±0.0023 0.2823±0.0029 0.1560±0.0496
20-30 0.1602±0.0018 0.2294±0.0027 0.3317±0.0011 0.3660±0.0023 0.2610±0.0170
30-40 0.2013±0.0030 0.2785±0.0008 0.4100±0.0019 0.4481±0.0015 0.3543±0.0069
40-50 0.2281±0.0048 0.3430±0.0028 0.5021±0.0006 0.5426±0.0012 0.4569±0.0048
50-60 0.2343±0.0032 0.4172±0.0030 0.6012±0.0002 0.6404±0.0003 0.5704±0.0017
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5.2 Monte-Carlo Glauber Model for Constituent Quarks

as Participants (MCG-Q)

(a)

(a) (b)

(c) (d)

(f) (g)

Figure 5.8: Results from Monte-Carlo Glauber Model for Constituent Quarks as Partic-
ipants (MCG-Q): Eccentricity in reaction plane (εstd) for (a) Au+Au 200 GeV and (b)
Au+Au 62.4 GeV. Eccentricity fluctuations (σε) for (c) Au+Au 200 GeV and (d) Au+Au
62.4 GeV. Eccentricity in participant plane (εpart) for (e) Au+Au 200 GeV and (f) Au+Au
62.4 GeV.

The Monte-Carlo Glauber Model for Constituent Quarks as Participants is also based

on the same assumptions as the Monte-Carlo Glauber Model with Nucleons as Partici-

pants (MCG-N) [11]. To calculate the collision parameters in MCG-Q model, firstly the

nucleons are distributed inside the nucleus according to a Wood-Saxon density distribu-
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tion and then quarks are distributed inside the nucleons according to another Wood-Saxon

distribution which was used to calculate the collision parameters. The parameters used

to distribute nucleons inside the nucleus are same as used in MCG-N model, but nucleon

radius R= 0.865 fm and “skin depth” a=R/8 are used for the Wood-Saxon distribution to

distribute quarks inside the nucleons. The number of participants in the MCG-Q model

are approximately thrice in the MCG-N model. The inelastic cross-section for the quark

is calculated from nucleon cross-section dividing by 7 instead of nine, considering ap-

proximately 20% shadowing corrections [16]. Also eccentricities are calculated using the

Eqs. 5.5 and 5.6. The MCG-Q model also uses the negative binomial distribution to

sample the multiplicity of each event. The parameters 〈εstd〉, 〈σε〉 and 〈εpart〉 for Au+Au

and Cu+Cu collisions at 200 and 62.4 GeV, calculated from MCG-Q model are shown in

Figs. 5.8 and 5.9. These are listed in Tables 5.4 and 5.5. All the parameters follow the

same trend for Au+Au and Cu+Cu collisions at 200 and 62.4 GeV as in the case of MCG-

N model. Graphs are shown for different combinations of ‘R’ and ‘a’ to get systematic

errors on the parameters.
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(a)

(a) (b)

(c) (d)

(e) (f)

Figure 5.9: Results from Monte-Carlo Glauber Model for Constituent Quarks as Partic-
ipants (MCG-Q): Eccentricity in reaction plane (εstd) for (a) Cu+Cu 200 GeV and (b)
Cu+Cu 62.4 GeV. Eccentricity fluctuations (σε) for (c) Cu+Cu 200 GeV and (d) Cu+Cu
62.4 GeV. Eccentricity in participant plane (εpart) for (e) Cu+Cu 200 GeV and (f) Cu+Cu
62.4 GeV.

119



CHAPTER 5: ECCENTRICITY MODELS

Table 5.4: εstd, εpart, σε, ε{2} and ε{4} with errors from Monte-Carlo Glauber Model for
Constituent Quarks as Participants (MCG-Q) for Au+Au collisions.

Au + Au 200 GeV
Cent. εstd σε εpart ε{2} ε{4}
(%)
0-5 0.0530±0.0026 0.0769±0.0011 0.1017±0.0014 0.1159±0.0015
5-10 0.1228±0.0036 0.0860±0.0005 0.1551±0.0019 0.1715±0.0023 0.1196±0.0182
10-20 0.2102±0.0063 0.1028±0.0012 0.2367±0.0042 0.2548±0.0038 0.2100±0.0159
20-30 0.2960±0.0083 0.1232±0.0015 0.3262±0.0057 0.3453±0.0053 0.3032±0.0179
30-40 0.3601±0.0087 0.1508±0.0046 0.4005±0.0051 0.4224±0.0043 0.3776±0.0134
40-50 0.4023±0.0152 0.1901±0.0079 0.4643±0.0081 0.4903±0.0066 0.4393±0.0200
50-60 0.4220±0.0139 0.2490±0.0098 0.5282±0.0040 0.5595±0.0030 0.5015±0.0091
60-70 0.4240±0.0186 0.3359±0.0154 0.6119±0.0017 0.6452±0.0022 0.5911±0.0057
70-80 0.3842±0.0167 0.4551±0.0108 0.7183±0.0068 0.7491±0.0063 0.7015±0.0176

Au + Au 62 GeV
0-5 0.0535±0.0017 0.0783±0.0003 0.1043±0.0008 0.1183±0.0010
5-10 0.1267±0.0049 0.0875±0.0006 0.1584±0.0029 0.1752±0.0025 0.1214±0.0166
10-20 0.2119±0.0056 0.1043±0.0015 0.2386±0.0033 0.2573±0.0030 0.2111±0.0126
20-30 0.3002±0.0091 0.1231±0.0019 0.3305±0.0059 0.3496±0.0054 0.3081±0.0180
30-40 0.3627±0.0088 0.1508±0.0034 0.4033±0.0055 0.4253±0.0048 0.3804±0.0147
40-50 0.4053±0.0142 0.1896±0.0079 0.4664±0.0066 0.4929±0.0056 0.4414±0.0171
50-60 0.4259±0.0152 0.2499±0.0115 0.5292±0.0057 0.5596±0.0049 0.5032±0.0152
60-70 0.4192±0.0211 0.3372±0.0125 0.6106±0.0016 0.6440±0.0012 0.5844±0.0039
70-80 0.3722±0.0205 0.4621±0.0071 0.7186±0.0003 0.7506±0.0015 0.7020±0.0042
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Table 5.5: εstd, εpart, σε, ε{2} and ε{4} with errors from Monte-Carlo Glauber Model for
Constituent Quarks as Participants (MCG-Q) for Cu+Cu collisions.

Cu + Cu 200 GeV
Cent. εstd σε εpart ε{2} ε{4}
(%)
0-10 0.0533±0.0022 0.1526±0.0004 0.1953±0.0004 0.2206±0.0002
10-20 0.1255±0.0012 0.1915±0.0007 0.2674±0.0004 0.2991±0.0004 0.1809±0.0043
20-30 0.1774±0.0023 0.2352±0.0014 0.3461±0.0005 0.3818±0.0002 0.2814±0.0030
30-40 0.2144±0.0047 0.2898±0.0025 0.4289±0.0025 0.4681±0.0026 0.3737±0.0128
40-50 0.2385±0.0034 0.3552±0.0021 0.5233±0.0018 0.5646±0.0022 0.4796±0.0094
50-60 0.2391±0.0061 0.4352±0.0022 0.6239±0.0054 0.6633±0.0051 0.5932±0.0163

Cu + Cu 62 GeV
0-10 0.0542±0.0024 0.1575±0.0010 0.2006±0.0017 0.2267±0.0020
10-20 0.1247±0.0006 0.1960±0.0021 0.2729±0.0019 0.3049±0.0019 0.1838±0.0214
20-30 0.1794±0.0041 0.2384±0.0029 0.3496±0.0004 0.3861±0.0002 0.2807±0.0013
30-40 0.2141±0.0038 0.2934±0.0029 0.4305±0.0019 0.4706±0.0015 0.3729±0.0065
40-50 0.2324±0.0038 0.3602±0.0014 0.5235±0.0021 0.5656±0.0020 0.4766±0.0082
50-60 0.2331±0.0004 0.4445±0.0029 0.6315±0.0038 0.6717±0.0033 0.6002±0.0102
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5.3 Color Glass Condensate based Monte-Carlo Model

(fKLN-CGC)

The Color Glass Condensate is a form of matter supposed to exist in relativistically

colliding atomic nuclei. In the relativistically moving nuclei, the gluons appear as moving

‘gluonic walls’ due to the length contraction. At very high energy, the density of gluons

in this wall increases greatly. Color Glass Condensate describes those walls and it is an

intrinsic property of particles that can be observed under high-energy conditions. Color in

the name color glass condensate refers to a type of charge that quarks and gluons carry as

a result of the strong forces. The word glass is borrowed from the term for silica and other

materials that are disordered and act like solids on short time scales but liquids on long

time scales. In the gluon walls, the gluons themselves are disordered and do not change

their positions rapidly because of time dilation. Condensate means the gluons have a very

high density.

To study the fluctuations in initial conditions that may be due to eccentricity fluctu-

ations from the CGC model, we use Monte-Carlo version of factorized Kharzeev-Levin-

Nardi (fKLN) model [17,18] to generate the initial distribution of entropy density on an

event-by-event basis. This model also implements the fluctuations of gluon distribution

due to position of hard sources in the transverse plane [18] and improves the treatment of

entropy production process and gives natural description near the edge regions compared

to ordinary KLN approach [19,20]. The multiplicity distribution from fKLN-CGC model

for Au+Au and Cu+Cu collisions are shown in Fig. 5.10. This method also uses the same

Woods-Saxon parameters as used by previous models.

The transverse entropy density profile s0(x⊥) is calculated first in each sample at an

impact parameter for given centrality.

s0(x⊥) = s(τ = τ0, x, y, ηs = 0) (5.12)

where τ0 = 0.6 fm/c is the initial time for the hydrodynamical simulations. Variances

are calculated using Eqs. 5.7 - 5.9. The entropy density profiles are used instead of the
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Figure 5.10: Multiplicity distributions from Monte-Carlo based Color Glass Condensate
model (fKLN-CGC) for (Left) Au+Au 200 GeV (Right) Cu+Cu 200 GeV.

distribution of participants to calculate eccentricities and transverse area which makes

eccentricity dependent on the transverse profile in hydrodynamic simulations. The ec-

centricity w.r.t. to reaction plane and participant plane are defined by Eqs. 5.5 and 5.6,

respectively. The transverse area in reaction plane and participant plane is defined [21],

respectively, as

SRP = π
√
σ2
xσ

2
y (5.13)

Spart = π
√
σ2
xσ

2
y − σ2

xy (5.14)

The impact parameter vector and the true reaction plane are not known experimen-

tally. So one can set an apparent frame of created matter shifted by (x, y) = (〈x〉, 〈y〉)

and titled by Ψ from the true frame in the transverse plane,

tan 2Ψ =
σ2
y − σ2

x

2σxy
(5.15)

To correct the anisotropy of particle production, centre-of-mass system is shifted to the

origin in the calculation frame and then profile is rotated in the azimuthal direction by Ψ

to match the apparent reaction plane to true reaction plane. Then next sample of density

profile is generated the same way and averaged over many samples. The procedure is
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repeated for many samples to make the distribution smooth enough. The initial conditions

obtained by doing this contains the effect of eccentricity fluctuations.

(a)

(a) (b)

(c) (d)

(e) (f)

Figure 5.11: Results from Color Glass Condensate based Monte-Carlo Model (fKLN-
CGC): Eccentricity in reaction plane (εstd) for (a) Au+Au 200 GeV and (b) Cu+Cu 200
GeV. Eccentricity fluctuations (σε) for (c) Au+Au 200 GeV and (d) Cu+Cu 200 GeV.
Eccentricity in participant plane (εpart) for (e) Au+Au 200 GeV and (f) Cu+Cu 200 GeV.

For the implementation of this method the saturation scale for a nucleus ’A’ at a

transverse coordinate x⊥ in each sample is given by

Q2
s,A(x;x⊥) = Q2

s,0

TA(x⊥)

TA,0

(
x0

x

)λ
(5.16)

and similarly for other nucleus, where Q2
s,0 = 2 GeV 2, TA,0 = 1.53 fm−2, x0 = 0.01 and
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λ = 0.28. The thickness function TA(x⊥) at each transverse coordinate is determined by

counting the number of wounded nucleons N within a tube of radius r =
√
σinelNN/π extend-

ing in the beam direction. Then for the given configuration of nucleons in colliding nuclei,

the kT−factorization formula [22] is applied for each transverse momentum coordinate to

obtain distribution of gluons locally. We use the Monte-Carlo version of Kharzeev-Narid-

Levin approach used by T. Hirano and Y. Nara [10]. In this approach, the distribution of

gluons at each transverse momentum coordinate x⊥ produced with rapidity y is given by

the factorization formula [22]

dNg

d2x⊥dy
=

2π2

CF

∫ d2pT
p2
T

pT∫ d2pT
4

αs(Q
2)× φA(x1, (pT + kT )2/2;x⊥)

× φA(x1, (pT − kT )2/2;x⊥), (5.17)

where x1,2 = pT exp(±y)/
√
s and pT is the transverse momentum of the produced gluons.

The upper limit for pT integration used is 10 GeV/c. The unintegrated gluon distribution

function is given by,

φA(x, k2
T ;x⊥) =

kCF
2π3

(1− x)4

αs(Q2
s)

Q2
s

max(Q2
s, k

2
T )

(5.18)

where CF = (N2
c − 1)/(2Nc) and k2 = 1.75 used for overall normalization of gluon

multiplicity in order to fit data in collisions at RHIC [23].

The initial entropy density in the transverse plane is obtained by

s0(x⊥) = 3.6ng

= 3.6
dNg

r0d2x⊥dηs

∣∣∣∣∣
y=ηs=0

(5.19)

Figure 5.11 shows 〈εstd〉, 〈σε〉 and 〈εpart〉 for Au+Au and Cu+Cu collisions at 200

GeV. All parameters follow the same trend as shown in MCG-N and MCG-Q models.

This model shows the same values for 〈εstd〉, 〈σε〉 and 〈εpart〉 at 62.4 GeV for Au+Au and

Cu+Cu collisions, indicating no dependence on energy of the collisions. Therefore only
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the results for 200 GeV are shown.

The values of the parameters calculated from fKLN-CGC model for 200 and 62.4 GeV

energies are tabulated in the Table 5.6.

Table 5.6: εstd, εpart, σε, ε{2} and ε{4} with errors from Color Glass Condensate based
Monte-Carlo Glauber (fKLN-CGC) for Au+Au and Cu+Cu collisions.

Au + Au

Cent. εstd σε εpart ε{2} ε{4}
(%)
0-5 0.0561±0.0008 0.0694±0.0003 0.0974±0.0006 0.1103±0.0007
5-10 0.1446±0.0008 0.0761±0.0005 0.1679±0.0001 0.1815±0.0002 0.1475 ±0.0014
10-20 0.2356±0.0027 0.0924±0.0016 0.2566±0.0017 0.2712±0.0011 0.2385±0.0034
20-30 0.3235±0.0048 0.1079±0.0010 0.3480±0.0037 0.3630±0.0034 0.3325±0.0099
30-40 0.3837±0.0084 0.1312±0.0043 0.4157±0.0055 0.4333±0.0045 0.3990±0.0126
40-50 0.4243±0.0123 0.1627±0.0062 0.4714±0.0066 0.4929±0.0051 0.4530±0.0141
50-60 0.4433±0.0146 0.2074±0.0106 0.5198±0.0048 0.5461±0.0035 0.5012±0.0100
60-70 0.4406±0.0167 0.2737±0.0122 0.5736±0.0015 0.6026±0.0018 0.5530±0.0060
70-80 0.4084±0.0239 0.3615±0.0201 0.6294±0.0051 0.6609±0.0050 0.6096±0.0147

Cu + Cu
0-10 0.0568±0.0017 0.1311±0.0006 0.1720±0.0002 0.1943±0.0002 0.0560±0.0148
10-20 0.1421±0.0036 0.1644±0.0005 0.2536±0.0008 0.2812±0.0012 0.1937±0.0093
20-30 0.2021±0.0043 0.2035±0.0018 0.3312±0.0022 0.3623±0.0023 0.2840±0.0116
30-40 0.2348±0.0036 0.2434±0.0042 0.3995±0.0016 0.4329±0.0017 0.3575±0.0076
40-50 0.2551±0.0024 0.2926±0.0022 0.4697±0.0056 0.5046±0.0050 0.4338±0.0173
50-60 0.2575±0.0024 0.3487±0.0049 0.5413±0.0043 0.5763±0.0041 0.5122±0.0128

5.4 Comparison of Different Models

Figures 5.12 (a&b) and 5.13 (a&b) show the variation of eccentricity in reaction plane

(εstd) with the collisions centrality for the Au+Au and Cu+Cu collisions at
√
sNN=200 and

62.4 GeV. It is seen that fKLN-CGC model has the highest eccentricity wheres MCG-N

has the lowest eccentricity for a given centrality. However, eccentricity fluctuations shown

in Figs. 5.12 (c&d) and 5.13 (c&d) are minimum for fKLN-CGC whereas maximum for

MCG-N model. The eccentricity in the participant is close for all the three models in

Au+Au and Cu+Cu collisions at
√
sNN=200 and 62.4 GeV( 5.12 (e&f) and 5.13 (e&f)).

The higher values of eccentricities in fKLN-CGC model than the MCG-N and MCG-Q
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(a)

(a) (b)

(c)
(d)

(e)
(f)

Figure 5.12: Comparison of three eccentricity models MCG-N, MCG-Q and fKLN-CGC:
Eccentricity in reaction plane (εstd) for (a) Au+Au 200 GeV and (b) Au+Au 62.4 GeV.
Eccentricity fluctuations (σε) for (c) Au+Au 200 GeV and (d) Au+Au 62.4 GeV. Eccen-
tricity in participant plane (εpart) for (e) Au+Au 200 GeV and (f) Au+Au 62.4 GeV,
Shaded area in the figures represent the systematic errors from variation in ’R’ and ’a’.
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(a)

(a) (b)

(c) (d)

(e) (f)

Figure 5.13: Comparison of three eccentricity models MCG-N, MCG-Q and fKLN-CGC:
Comparison of (a) Eccentricity in reaction plane (εstd) for Cu+Cu 200 GeV and (b) Cu+Cu
62.4 GeV. (c) Eccentricity fluctuations (σε) for (c) Cu+Cu 200 GeV and (d) Cu+Cu 62.4
GeV. (e) Eccentricity in participant plane (εpart) for Cu+Cu 200 GeV and (f) Cu+Cu
62.4 GeV, Shaded area in the figures represent the systematic error from variation in ’R’
and ’a’.

models are inherent feature of kT factorization approach used in which the number of

produced gluons scales approximately with the smaller of the saturation scales of the two

nuclei [19].

dN

d2x⊥dy
∼ min{Q2

s,A(x⊥), Q2
s,B(x⊥)} (5.20)
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rx

ry

A B
r
x

!
Glauber

!
CGC

Figure 5.14: Along the rx density of gluons models in CGC model falls off more rapidly
than in glauber models while along ry collision is symmetric and CGC gluon density
behave similar to Glauber model.

Figure 5.14 shows two paths away from center of the overlap region. Along the positive

rx direction, number density scales as

ρCGC(rx, 0) ∼ Q2
s,A(rx, 0) ∼ npart,A(rx, 0), (5.21)

while along the negative rx direction

ρCGC(rx, 0) ∼ Q2
s,B(rx, 0) ∼ npart,B(rx, 0), (5.22)

But in case of Glauber models, according to wounded nucleon model the density scales

with the total number of participants from both the nuclei,

ρGlauber(rx, 0) ∼ npart,A(rx, 0) + npart,B(rx, 0), (5.23)

which drops less rapidly with rx since the drop of density towards the edge of more dilute

nucleus is at least partly compensated by increasing number of participants from the other

nucleus.
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Along the ry direction both the saturation scales are equal and hence

ρCGC(0, ry) ∼ (npart,A(0, ry) + npart,B(0, ry))/2 ∼ ρGlauber(0, ry), (5.24)

Since density along the rx direction drops more rapidly for CGC model than Glauber

model and behaves same along the ry direction, it results in higher eccentricities in CGC

based model than Glauber models.
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Chapter 6

Elliptic Flow of Charged Hadrons

In non-central heavy-ion collisions, the overlap area is almond shaped with a long and short

axis. Significant re-scattering amongst the constituents of system can convert the initial

coordinate-space anisotropy to a momentum-space anisotropy in the final state [1–3].

The spatial anisotropy decreases as the system expands so that any observed momentum

anisotropy will be most sensitive to the early phase of the evolution before the spatial

asymmetry is washed-out [4]. Ultra-relativistic nuclear collisions at Brookhaven National

Laboratory’s Relativistic Heavy Ion Collider (RHIC) [5] are studied in part to deduce

whether quarks and gluons become deconfined during the high energy-density phase of

these collisions. Since the azimuthal momentum-space anisotropy of particle production is

sensitive to the early phase of the collision evolution, observables measuring this anisotropy

are of special interest. The azimuthal angle (φ) dependence of particle momentum distri-

bution can be expressed in the form of a Fourier series [6]:

dN

dφ
∝ 1 +

∑
n

2vn cosn (φ−Ψ) , (6.1)

where Ψ is either the reaction-plane angle defined by the vector connecting the two col-

liding nuclei, or the participant plane angle defined by the deformation of the density

distribution in the overlap zone [7]. The Fourier coefficients vn can be measured and used

to characterize the azimuthal anisotropy of particle production.

Elliptic flow (v2) measurements [8] indicate that the matter created in collisions at
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Relativistic Heavy Ion Collider (RHIC) behave as a prefect liquid with viscosity near a

conjectured lower bound [9]. This conclusion is primarily based on hydrodynamic model

predictions [8, 10]. Uncertainty about the conditions at the beginning of the hydrody-

namic expansion, however, leads to large uncertainties in the model expectations [11,12].

Since v2 reflects the initial spatial eccentricity of the overlap region when two nuclei col-

lide, fluctuations of v2 should depend strongly on fluctuations in the initial eccentricity.

Measurements of the system-size and energy dependence of v2 and v2 fluctuations are,

therefore, useful for understanding the initial conditions of the expansion phase of heavy-

ion collisions.

Methods used to study v2 [13] are based on the correlations between the produced

particles. Estimates of v2 from produced particles can be biased by correlations which are

not related to the reaction plane (non-flow δ2 = 〈cos(2∆φ)〉− 〈v2
2〉) and by event-by-event

fluctuations of v2 (σv2). Thus, an explicit measurement of v2 would require measurements

of non-flow and v2 fluctuations. It has been shown that the various analyses of v2 based

on produced particles can be related to v2{4}2 ≈ 〈v2〉2 − σ2
v2

and v2{2}2 − v2{4}2 ≈

δ2 + 2σ2
v2

[14]. In case, the v2 distribution is Gaussian in the reaction plane (not in the

participant plane), the 6-particle cumulant v2{6} and higher orders will be equal to v2{4}

and, therefore, will not add any new information. Within the accuracy of the data this

has been found to be the case (i.e., v2{6} ≈ v2{4}) [15].

In this chapter, we present measurements of v2{2} and v2{4} in Au+Au and Cu+Cu

collisions at
√
s
NN

= 200 and 62.4 GeV. We present results on v2{2}2−v2{4}2 ≈ δ2 +2σ2
v2

(referred to as σ2
tot) and derive upper-limit on σv2/v2 based on several approximations.

The upper-limit assumes δ2=0. This is a robust upper limit since larger values of σv2/v2

would require negative values of non-flow contrary to expectations and to measurements of

two-particle correlations [16]. We present model comparisons to the upper-limit of σv2/v2.

Using same data and then alternatively assuming that eccentricity fluctuations lead to

v2 fluctuations (σv2 = v2σε/ε) we can compute the non-flow term required to satisfy the

relationship v2{2}2 − v2{4}2 ≈ δ2 + 2σ2
v2

for each model. Finally we present the ratio of

v2 to the initial eccentricity from these models.
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The eccentricity calculated with respect to the participant axis is called εpart and the

eccentricity calculated with respect to the reaction plane is called εstd. When v2 fluctu-

ations are dominated by eccentricity fluctuations, v2{4} is equal to the mean v2 in the

reaction plane and
√
v2

2{4}+ σ2
v2

is the mean v2 in the participant plane in the Gaussian

approximation for the flow fluctuations [17]. We note again that σ2
v2

is not experimentally

accessible without the assumptions about delta.

6.1 Data Analyzed

Data analyzed consists of Au + Au and Cu + Cu collisions at
√
sNN = 62.4 and

200 GeV recorded with the STAR detector [18] at Relativistic Heavy Ion Collider (RHIC),

Table 6.1: Centrality bins used in Au+Au 200 and 62.4 GeV collisions for Run IV data.

Reference Multiplicity for Au+Au collisions
Bin Centrality (%) 200 GeV 62.4 GeV

1 0-5 520 373
2 5-10 441 313
3 10-20 319 222
4 20-30 222 154
5 30-40 150 102
6 40-50 96 165
7 50-60 57 38
8 60-70 31 20
9 70-80 14 9

Brookhaven National Laboratory, U.S.A. Charged particle tracking within pseudorapidity

|η| < 1 and transverse momentum pT > 0.15 GeV/c was preformed with the Time Projec-

tion Chamber (TPC) [19]. Beam-Beam Counters (BBC’s) were used to trigger on events.

We analyzed events from a centrality interval corresponding to 0%–80% and 0%–60%

of the hadronic interaction cross-section, respectively, for Au+Au and Cu+Cu collisions.

As in previous STAR analyses [20], we define the centrality of an event using reference

multiplicity represented by the number of charged tracks with pseudorapidity |η| < 0.5,

pT > 0.2 GeV/c in the TPC having more than 10 measured space points and a distance

of closest approach to the primary vertex (DCA) less than 2 cm [21]. Figure 6.1 displays
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(a) (b)

(c) (d)

Figure 6.1: Reference multiplicity distributions for (a) Au+Au collisions at
√
sNN=200

GeV (b) Au+Au collisions at
√
sNN=62.4 GeV (c) Cu+Cu collisions at

√
sNN=200 GeV

(d) Cu+Cu collisions at
√
sNN=62.4 GeV. The centrality cuts used are shown in these

figures.

reference multiplicity distributions for Au+Au and Cu+Cu collisions at
√
sNN=200 and

62.4 GeV indicating the different centrality cuts as listed in Tables 6.1 and 6.2. For this

analysis we used charged tracks within |η| < 1.0 and 0.15 < pT < 2.0 GeV/c. Only events

with primary vertices within 30 cm of the TPC center in the beam direction were ana-

lyzed. The data cuts used in the analysis are listed in Table 6.3. The number of events

analyzed for each data set are listed in Table 6.4.

6.2 Elliptic Flow

We analyzed Cu + Cu and Au + Au collisions at center of mass energies
√
sNN = 62.4

and 200 GeV to study the energy and system-size dependence of elliptic flow, non-flow
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Table 6.2: Centrality bins used in Cu+Cu 200 and 62.4 GeV collisions for Run V data.

Reference Multiplicity for Cu+Cu colliisions

Bin Centrality (%) 200 GeV 62.4 GeV
1 0-10 139 101
2 10-20 98 71
3 20-30 67 49
4 30-40 46 33
5 40-50 30 22
6 50-60 19 14

Table 6.3: Cuts used for the selection of data.

Cut Value
pT 0.15 to 2.0 GeV/c
η -1.0 to 1.0
vertex z -30.0 cm to 30.0 cm
vertex x,y -1.0 cm to 1.0 cm
fit points >15
fit points/max. pts. >0.52
dca < 3.0 cm
trigger Minbias

and elliptic flow fluctuations. From previous studies we learnt that it is not possible to

disentangle non-flow and v2 fluctuations. We’ve used two methods to study v2{2} and

v2{4}; the q-distribution method and the Q-Cumulant method [22]. Both are based on

multi-particle azimuthal correlations. The v2 and σ2
dyn determined using the reduced flow

vector [23], discussed in Chapter 3, can be related as v2{q, 4}2 = v2{q}2 where v2{q, 2}

and v2{q, 4} are the two- and four-particle cumulants determined from the q-distribution

which can be compared to other determinations of v2{2} and v2{4}. We compared the

results from q-distribution and Q-Cumulant. Based on simulations, we find that the q-

distribution method used to study elliptic flow by fitting the distribution of magnitude

of reduced q = Q/
√
M vector deviates more for low multiplicity events. Therefore, the

complete analysis has been done using the results from Q-Cumulant method.
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Table 6.4: Number of events used for different data sets.

Data Set Number of Events
(Millions)

Au+Au 200 GeV 11.8 M
Au+Au 62.4 GeV 7.7 M
Cu+Cu 200 GeV 15 M
Cu+Cu 62.4 GeV 14.7 M

5-10% 10-20%

20-30% 30-40%

30-40%
40-50%

!2/ndf=1.001 !2/ndf=1.115

!2/ndf=1.174 !2/ndf=1.216

!2/ndf=0.957
!2/ndf=1.082

(a)
(b)

(c)
(d)

(e) (f)

Au+Au 200 GeV Au+Au 200 GeV

Au+Au 200 GeV Au+Au 200 GeV

Au+Au 200 GeV
Au+Au 200 GeV

Figure 6.2: q-distribution fit for Au+Au collisions at 200 GeV for different centralities.

6.2.1 Elliptic Flow Using q-distribution

The q-distribution method is based on Gaussian distribution fitting of the magnitude of

reduced flow vector q(= Q/
√
M), i.e.,
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(a)

(a)
(b)

(c) (d)

(e) (f)

Figure 6.3: Centrality and energy dependence of (a) v2{2} for Au+Au collisions at√
sNN=200 and 62.4 GeV (b) v2{4} for Au+Au collisions at

√
sNN=200 and 62.4 GeV (c)

v2{2} for Cu+Cu collisions at
√
sNN=200 and 62.4 GeV (b) v2{4} for Cu+Cu collisions

at
√
sNN=200 and 62.4 GeV, from q-distribution method.
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where Γ is the gamma function and Ik are modified Bessel’s functions and

σ2
n,x =

1

2
(1 + v2n − 2v2

n + (M − 1)(δn + 2σ2
vn), (6.3)

σ2
n,y =

1

2
(1− v2n + (M − 1)(δn + 2σ2

vn)).,

where M is the number of tracks used in the calculation of qn. Figure 6.2 shows the fit

to q-distribution for Au+Au 200 GeV collisions for different centralities indicated in the

figures.

The elliptic flow from two- and four-particles cumulants (v2{2}, v2{4}) calculated using

q-distribution method and the difference v2{2}2 − v2{4}2(≈ δ2 + 2σ2
v2

) for Au+Au and
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Figure 6.4: Dependence of v2{2}2 − v2{4}2 on charged particles multiplicity for Au+Au
and Cu+Cu collisions at

√
sNN=200 and 62.4 GeV collisions calculated from q-distribution

method.

Cu+Cu collisions at centre of mass energies 200 and 62.4 GeV are shown in Fig. 6.3. The

elliptic flow (v2{2}, v2{4}) values increase while going from central collisions to peripheral

collisions and starts decreasing again for the most peripheral collisions in case of Au+Au

and Cu+Cu collisions at centre of mass energies 200 and 62.4 GeV. But this method

give non-determinable values of elliptic flow for Cu+Cu peripheral collisions due to small

multiplicity values. The v2{2} increases with increase in energy of the collisions for the

same system size Au+Au and Cu+Cu collisions. v2{4} remains same within errors for

Cu+Cu collisions at 200 and 62.4 GeV whereas follows the same trend as v2{2} for Au+Au

collisions.

The difference v2{2}2 − v2{4}2 shown in Fig. 6.4, related to non-flow and v2 fluctu-

ations decreases from peripheral to central collisions as expected due to the dilution of

correlations as 1/M. Au+Au 200 GeV collisions show maximum in all the data sets for

the same multiplicity of the charged particles, which is followed by Cu+Cu 200 GeV colli-

sions. The Au+Au and Cu+Cu collisions at 62.4 GeV show close values for the difference

v2{2}2− v2{4}2 for the same charged particle multiplicity. Figure 6.5 shows the difference
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Figure 6.5: Dependence of multiplicity scaled v2{2}2− v2{4}2 on charged particles multi-
plicity for Au+Au and Cu+Cu collisions at

√
sNN=200 and 62.4 GeV collisions calculated

from q-distribution method.

v2{2}2−v2{4}2 scaled by charged particles multiplicity. It seems to follow the same trend

for Au+Au and Cu+Cu collisions at 62.4 GeV and 200 GeV collisions.

6.2.2 Elliptic Flow Using Q-Cumulant

The elliptic flow results from two- and four-particle correlations (v2{2}, v2{4}) using Q-

Cumulant method and v2{2}2− v2{4}2(≈ δ2 + 2σ2
v2

) for Au+Au and Cu+Cu collisions at

centre of mass energies 200 and 62.4 GeV are shown in Fig. 6.6. The elliptic flow calculated

from Q-Cumulant method follow the same trend as calculated from q-distribution method.

The difference v2{2}2 − v2{4}2 (Fig. 6.7) also follows the same trend but in case of Q-

Cumulant method the difference v2{2}2 − v2{4}2 is independent of system-size within

errors. The difference v2{2}2 − v2{4}2 scaled by charged particle multiplicity shown in

Fig. 6.8 doesn’t show system-size dependence within errors.
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(a)

(a) (b)

(c) (d)

(e) (f)

Figure 6.6: Centrality and energy dependence of (a) v2{2} for Au+Au collisions at√
sNN=200 and 62.4 GeV (b) v2{4} for Au+Au collisions at

√
sNN=200 and 62.4 GeV (c)

v2{2} for Cu+Cu collisions at
√
sNN=200 and 62.4 GeV (b) v2{4} for Cu+Cu collisions

at
√
sNN=200 and 62.4 GeV, from Q-Cumulant method.

6.3 Comparison of Elliptic Flow Using q-distribution

and Q-Cumulant

The results from the q-distribution method and Q-Cumulant method have been compared

for the elliptic flow from two- and four-particle correlations. Figure 6.9 shows elliptic

flow from two-particle correlations (v2{2}) and four-particle correlations (v2{4}) for the

Au+Au and Cu+Cu collisions at
√
sNN = 200 and 62.4 GeV. The v2{2} calculated from

the q-distribution method shows slightly low values (Figs. 6.9 (a) and (b)) than those

calculated from the Q-Cumulant method for the peripheral collisions and the difference

is more for the most peripheral collisions. Figures 6.9 (c) and (d) show v2{4} from the

two methods, respectively, for Au+Au and Cu+Cu collisions at 200 and 62.4 GeV. v2{4}

for the Au+Au collisions at both energies shows the same values within errors however

v2{4} for the Cu+Cu collisions at these energies shows large difference between the two

methods. The values calculated from the Q-Cumulant are significantly lower than those
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Figure 6.7: Dependence of v2{2}2 − v2{4}2 on charged particles multiplicity for Au+Au
and Cu+Cu collisions at

√
sNN=200 and 62.4 GeV collisions calculated from Q-Cumulant

method.
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Figure 6.8: Dependence of multiplicity scaled v2{2}2− v2{4}2 on charged particles multi-
plicity for Au+Au and Cu+Cu collisions at

√
sNN=200 and 62.4 GeV collisions calculated

from Q-Cumulant method.
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(a)

(a) (b)

(c) (d)

Figure 6.9: Comparison between the elliptic flow from q-distribution method and Q-
Cumulant method for

√
sNN=200 and 62.4 GeV (a) v2{2} for Au+Au collisions (b) v2{4}

for Au+Au collisions (c) v2{2} for Cu+Cu collisions (d) v2{4} for Cu+Cu collisions.

calculated from the q-distribution method.

Figure 6.10 shows the comparison of the difference v2{2}2 − v2{4}2 between the two

methods for Au+Au and Cu+Cu collisions at 200 and 62.4 GeV. The difference is same

within errors for large multiplicities values in Au+Au collisions at 200 and 62.4 GeV but

for low multiplicities the difference v2{2}2− v2{4}2 from the q-distribution method is less

than from Q-Cumulant method. The difference v2{2}2 − v2{4}2 for Cu+Cu collisions at

200 GeV lies close for both methods but for the 62.4 GeV collisions the two methods

shows large difference with Q-Cumulant method giving significantly large values than the

q-distribution method.

We carried out simulations to test q-distribution and Q-Cumulant methods because of

the large difference observed in the elliptic flow for Cu+Cu collisions at
√
sNN=62.4 GeV.
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(a)
(b)

Figure 6.10: Comparison of v2{2}2 − v2{4}2 calculated from q-distribution method and
Q-Cumulant method for Au+Au and Cu+Cu collisions at

√
sNN=200 and 62.4 GeV.

6.4 Monte-Carlo Simulations of Elliptic Flow

The difference between the results from q-distribution method and Q-Cumulant method

for the peripheral collisions motivated us to have closer look of the methods by doing

simulation studies. We did the simulation for the elliptic flow by giving elliptic flow as

input to the model and then tried to extract that elliptic flow from the simulated data by

using q-distribution and Q-Cumulant method to check which method lies more closer to

the input values. Glauber Monte Carlo model is used for the simulations and input for

the v2 to the model is assumed to be the function of npart and εpart. The number of events

used for the simulations are 1.5 Millions. The multiplicity for the model is based on two

component model and the non-flow is taken according to the parameterization :

Npairs = M ∗ (M − 1)0.0145 ∗ (2./npart) ∗ (0.22 ∗ nbin/npart + 0.89) (6.4)

where M, multiplicity of event, npart and nbin are calculated from Glauber Monte Carlo

model. Figure. 6.11 shows the input to the models and results for the corresponding flow

calculated using q-distribution and Q-Cumulant method. The solid black lines show the

input to the model.

We found that both the methods deviate from the input for low multiplicities but

q-distribution methods deviate more at low multiplicities and shows non-determinable
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v2{2}
2

v2{4}
2

Figure 6.11: Comparison of q-distribution and Q-Cumulant methods for Au+Au collisions
at
√
sNN=200 GeV. The black solid lines show the input to the simulations for two- and

four-partictles cumulants flow.

(a)

(a)
(b)

Figure 6.12: The ratio of methods to simulation input for Au+Au collisions at
√
sNN=200

GeV (a) v2{2}2 (b) v2{4}2.

values for the elliptic flow. Figure 6.12 shows the ratio v2{2}2 and v2{4}2 taking the

ratio of method to simulation. The ratio shows that q-distribution method shows large

uncertainties. Based on the simulation study we decided to carry out the systematic study

for the Q-Cumulant method only. Also, the non-flow and upper limit of v2 fluctuations

are calculated using the results from Q-Cumulant method.
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6.5 Systematic Errors

The systematic studies has been carried out using the Q-Cumulant method by investigat-

ing the change in v2 with the variation of following:

• Acceptance Corrections.

• Distance of Closest Approach (DCA).

• Transverse Momentum (pT ) Cut.

The results for Au+Au and Cu+Cu collisions with systematic and statistical errors

are listed in the Tables 6.5 - 6.8.

Table 6.5: Results for Au+Au 200 GeV using Q-Cumulant Method

Au + Au 200 GeV

S.No. Centrality(%) v2{2} Statistical Errors Systematic Error
1. 0-5 2.549e-02 3.75e-05 2.88e-04
2. 5-10 3.677e-02 4.17e-05 3.20e-04
3. 10-20 5.187e-02 3.14e-05 6.31e-04
4. 20-30 6.619e-02 3.51e-05 9.90e-04
5. 30-40 7.523e-02 4.28e-05 1.26e-03
6. 40-50 7.916e-02 5.29e-05 1.35e-03
7. 50-60 7.899e-02 7.09e-05 1.42e-03
8. 60-70 7.667e-02 1.08e-04 1.23e-03
9. 70-80 7.692e-02 1.98e-04 9.62e-04

S.No. Centrality(%) v2{4} Statistical Errors Systematic Error
1. 5-10 2.418e-02 3.91e-04 5.50e-04
2. 10-20 4.083e-02 1.53e-04 5.99e-04
3. 20-30 5.543e-02 1.34e-04 1.05e-03
4. 30-40 6.299e-02 1.56e-04 1.24e-03
5. 40-50 6.476e-02 2.04e-04 1.54e-03
6. 50-60 6.105e-02 3.24e-04 1.68e-03
7. 60-70 5.191e-02 7.56e-04 2.05e-03
8. 70-80 4.024e-02 3.03e-03 4.99e-03

6.5.1 Acceptance Corrections

The multi-particle correlations are strongly biased in case of the detector with non-uniform

azimuthal acceptance. The cumulants have advantage of isolating the physical correlation

between the particles which can be spoiled by the inefficiencies of the detector. Calculating
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Table 6.6: Results for Au+Au 62.4 GeV using Q-Cumulant Method

Au + Au 62.4 GeV

S.No. Centrality(%) v2{2} Statistical Errors Systematic Error
1. 0-5 2.306e-02 5.70e-05 2.52e-04
2. 5-10 3.375e-02 6.40e-05 2.44e-04
3. 10-10 4.744e-02 5.37e-05 6.22e-04
4. 20-30 6.012e-02 5.41e-05 9.48e-04
5. 30-40 6.756e-02 5.41e-05 1.15e-03
6. 40-50 7.016e-02 9.91e-05 1.20e-03
7. 50-60 6.928e-02 1.02e-04 1.10e-03
8. 60-70 6.732e-02 2.37e-04 7.72e-04
9. 70-80 7.001e-02 3.41e-04 2.64e-04

S.No. Centrality(%) v2{4} Statistical Errors Systematic Error
1. 5-10 2.213e-02 4.94e-04 2.03e-04
2. 10-20 3.807e-02 2.18e-04 6.80e-04
3. 20-30 5.082e-02 2.23e-04 1.24e-03
4. 30-40 5.710e-02 2.62e-04 1.19e-03
5. 40-50 5.688e-02 3.02e-04 1.37e-03
6. 50-60 4.921e-02 7.51e-04 3.06e-03
7. 60-70 4.285e-02 1.57e-03 5.53e-03

Table 6.7: Results for Cu+Cu 200 GeV using Q-Cumulant Method

Cu + Cu 200 GeV

S.No. Centrality(%) v2{2} Statistical Errors Systematic Error
1. 0-10 4.119e-02 3.96e-05 3.94e-04
2. 10-20 5.088e-02 4.54e-05 6.73e-04
3. 20-30 5.841e-02 5.17e-05 8.26e-04
4. 30-40 6.365e-02 8.64e-05 1.02e-03
5. 40-50 6.773e-02 1.08e-04 8.86e-04
6. 50-60 7.101e-02 1.23e-04 8.03e-04

S.No. Centrality(%) v2{4} Statistical Errors Systematic Error
1. 10-20 1.295e-02 7.66e-03 1.88e-02
2. 20-30 2.580e-02 1.25e-03 1.23e-03
3. 30-40 2.504e-02 2.87e-03 1.25e-02
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Table 6.8: Results for Cu+Cu 62.4 GeV using Q-Cumulant Method

Cu + Cu 62.4 GeV

S.No. Centrality(%) v2{2} Statistical Errors Systematic Error
1. 0-10 3.655e-02 6.55e-05 1.92e-04
2. 10-20 4.572e-02 6.86e-05 5.09e-04
3. 20-30 5.331e-02 7.10e-05 6.05e-04
4. 30-40 5.816e-02 9.37e-05 5.76e-04
5. 40-50 6.204e-02 1.32e-04 4.84e-04
6. 50-60 6.595e-02 2.23e-04 2.81e-04

S.No. Centrality(%) v2{4} Statistical Errors Systematic Error
1. 20-30 2.953e-02 1.05e-03 3.34e-03
2. 30-40 2.349e-02 1.21e-03 2.68e-03
3. 40-50 3.165e-02 2.38e-03 1.90e-02
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Figure 6.13: Effect of acceptance corrections for Au+Au collisions at
√
sNN=200 and 62.4

GeV (Left) v2{2} (Right) v2{4}.

the two- and four-particle cumulants we rejected the terms which vanish for the perfect de-

tector. To include the effect of non-uniform azimuthal distribution we include those terms

to calculate the two- and four-particle cumulants using the generalized Q-Cumulant [22]

for 2nd and 4th order cumulants.

The second order generalized Q-Cumulant expressed as

QC{2} = 〈〈cos n(φ1 − φ2)〉〉 − 〈〈cos nφ1〉〉2 − 〈〈sin nφ1〉〉2, (6.5)

the last two terms balance the effect of non-uniform acceptance on two-particle cumulants

to make QC{2} unbiased. These terms can be expressed in terms of real and imaginary
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Figure 6.14: Effect of acceptance corrections for Cu+Cu collisions at
√
sNN=200 and 62.4

GeV (Left) v2{2} (Right) v2{4}.

parts of Q-vectors,

〈〈cos nφ1〉〉 =

∑N
i=1(Re[Qn])i∑N

i=1Mi

, (6.6)

〈〈sin nφ1〉〉 =

∑N
i=1(Im[Qn])i∑N

i=1Mi

. (6.7)

The last two terms in Eq. 6.5 explicitly quantify the bias of non-uniform acceptance

to two-particle correlations.

The fourth order generalized Q-Cumulant expressed as:

QC{4} = 〈〈cos n(φ1 + φ2 − φ3 − φ4)〉〉 − 2.〈〈cos n(φ1 − φ2)〉〉2

− 4.〈〈cos nφ1〉〉〈〈cos n(φ1 − φ2 − φ3)〉〉

+ 4.〈〈sin nφ1〉〉〈〈sin n(φ1 − φ2 − φ3)〉〉

− 〈〈cos n(φ1 + φ2)〉〉2 − 〈〈sin n(φ1 + φ2)〉〉2

+ 4.〈〈cos n(φ1 + φ2)〉〉[〈〈cos nφ1〉〉2 − 〈〈sin nφ1〉〉2]

+ 8.〈〈cos n(φ1 + φ2)〉〉〈〈cos nφ1〉〉〈〈sin nφ1〉〉

+ 8.〈〈cos n(φ1 − φ2)〉〉[〈〈cos nφ1〉〉2 + 〈〈sin nφ1〉〉2]

− 6.[〈〈cos nφ1〉〉2 + 〈〈sin nφ1〉〉2]2 (6.8)
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The terms from third to tenth in the above equation balance the effect of non-uniform

acceptance to “four-particle correlation minus two-particle correlation squared” making

QC{4} unbiased. These terms explicitly quantify the bias of non-uniform acceptance

to“four-particle correlation minus two-particle correlations squared.”

The new terms in the Eq. 6.8 can also be expressed in terms of Q-vectors

〈〈cos n(φ1 + φ2)〉〉 =

∑N
i=1(Re[QnQn −Q2n])i∑N

i=1 Mi(Mi − 1)
, (6.8)

〈〈sin n(φ1 + φ2)〉〉 =

∑N
i=1(Im[QnQn −Q2n])i∑N

i=1Mi(Mi − 1)
, (6.9)

and

〈〈cos n(φ1 − φ2 − φ3)〉〉 =

∑N
i=1(Re[QnQ

∗
nQ
∗
n −QnQ

∗
2n − 2(Mi − 1)Q∗n])i∑N

i=1 Mi(Mi − 1)(Mi − 2)
, (6.10)

〈〈sin n(φ1 − φ2 − φ3)〉〉 =

∑N
i=1(Im[QnQ

∗
nQ
∗
n −QnQ

∗
2n − 2(Mi − 1)Q∗n])i∑N

i=1 Mi(Mi − 1)(Mi − 2)
, (6.11)

Figures 6.13 and 6.14 show the effect of acceptance correction on the v2{2} and v2{4}

for Au+Au and Cu+Cu collisions at 200 and 62.4 GeV. The acceptance corrections has

very small effect on the elliptic flow with v2{2} and v2{4} changes by less than 1% for all

the centralities in Au+Au and Cu+Cu collisions.

6.5.2 Distance of Closest Approach (DCA)

The standard dca cut used in data analysis is dca < 3 cm. To study the effect of change in

dca, the dca cut has been varied to higher and lower values than the standard value. The

dca cuts used for this purpose are dca < 1 cm and dca < 4 cm. Figures 6.15 and 6.16 show

the effect of decrease in dca cut on v2{2} and v2{4} for Au+Au and Cu+Cu collisions at

200 and 62.4 GeV. Thus, decreasing the dca increases v2{2} upto 2.5% and v2{4} upto
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Figure 6.15: Effect of decreasing dca cut for Au+Au collisions at
√
sNN=200 and 62.4

GeV (Left) v2{2} (Right) v2{4}.
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Figure 6.16: Effect of decreasing dca cut for Cu+Cu collisions at
√
sNN=200 and 62.4

GeV (Left) v2{2} (Right) v2{4}.

3% for the peripheral collisions in Au+Au collisions at 200 and 62.4 GeV and less than

2% for Cu+Cu collisions.
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Figure 6.17: Effect of increasing dca cut for Au+Au collisions at
√
sNN=200 and 62.4

GeV (Left) v2{2} (Right) v2{4}.
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Figures 6.17 and 6.18 show the effect of increasing the value of dca cut to dca < 4 cm.

It is seen that increasing dca cut changes the values of v2{2} and v2{4} by less than 1% .
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Figure 6.18: Effect of increasing dca cut for Cu+Cu collisions at
√
sNN=200 and 62.4

GeV (Left) v2{2} (Right) v2{4}.

6.5.3 Transverse Momentum (pT) Cut

The pT range of the tracks used in the analysis is 0.15 ≤ pT ≤ 2.0 GeV/c. The v2{2},

v2{4}, and the difference v2{2}2 − v2{4}2 has been calculated for Au+Au 200 GeV by

varying the pT cut to 0.15 ≤ pT ≤ 1.5, 0.15 ≤ pT ≤ 3.0 to check the effect on the

results from the pT range selected for the analysis. Figure 6.19 shows the v2{2}, v2{4}

and the difference v2{2}2 − v2{4}2 for the selected pT ranges and their comparison with

the standard pT range used for the complete analysis. The increasing or decreasing the pT

range shows little effect on the v2{2} and v2{4} with values going slightly up and down,

respectively, with pT but the difference v2{2}2 − v2{4}2 shows very small effect with the

variation in pT range. We found that v2{2} and v2{4} increase roughly by 5% for pT < 1.5

GeV compared to pT < 3.0 but the difference between v2{2}2 and v2{4}2 changes by less

than 1%.

6.6 Non Flow and v2 Fluctuations

The azimuthal correlations which are not related to reaction plane are collectively known

as non-flow (δ2). However, multi-particle correlation methods used to study elliptic flow

153



CHAPTER 6: ELLIPTIC FLOW OF CHARGED HADRONS

(a)

(a)
(b)

(c)

Figure 6.19: Comparison of results using different pT ranges for Au+Au 200 GeV (a)
v2{2} (b) v2{4} (c) v2{2}2 − v2{4}2.

have the capability to reduce the effect of non-flow correlations on the calculations of

elliptic flow but they are not able to minimize the effect of all the non-flow correlations.

Therefore, the measurements of non-flow is also an important issue for the explicit mea-

surement of elliptic flow. Also event-by-event fluctuations in heavy ion collisions cause the

fluctuations in elliptic flow [24]. Therefore, the comparison of experimental measurement

of elliptic flow with the models which don’t include event-by-event fluctuations is not a

good idea for comparison of theory with the experiments. The fluctuations in elliptic flow

may be due to the fluctuations in spatial anisotropy in the initial stage of collisions. The

fluctuations in initial spatial anisotropy may be caused by the fluctuations in overlapped

region of the overlapping nuclei. The effect of these fluctuations on elliptic flow is also

important. Since initial anisotropy and elliptic flow are related as v2 ∝ ε, therefore, to

study these fluctuations one needs to use models which give event-by-event measurement
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of anisotropy parameter ε.

The event-by-event fluctuations in ε may cause fluctuations in elliptic flow. There may

be other sources of elliptic flow fluctuations. To get an idea about the effect of eccentricity

fluctuations on elliptic flow, different models for the eccentricity calculations have been

used.

6.6.1 Like-Sign Study

The elliptic flow from two- and four-particle correlations has been also studied from like-

sign tracks using Q-Cumulant method. The v2{2} from the like-sign tracks (Fig. 6.21 (a)

and (b) ) for Au+Au and Cu+Cu collisions at 200 and 62.4 GeV has been found to be

slightly smaller than v2{2} from the charge independent studies which is expected due to

small non-flow contribution in case of like-sign tracks correlations. The v2{4} (shown in

(a)

(a) (b)

(c)
(d)

Figure 6.20: (Top Panel) Comparison of the v2{2} calculated from like-sign (LS) tracks
and from charge independent (CI) studies for (a) Au+Au 200 and 62.4 GeV (b) Cu+Cu
200 and 62.4 GeV. (Bottom Panel) Similar comparison for v2{4} (c) Au+Au 200 and 62.4
GeV (d) Cu+Cu 200 and 62.4 GeV.
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Figs. 6.21 (c) and (d)), however remains almost same within errors in case of like-sign and

charge independent studies. Since the difference v2{2}2−v2{4}2 is related to non-flow and

v2 fluctuations, so using the elliptic flow from like-sign studies may give better information

for the non-flow calculated under the assumption that eccentricity fluctuations dominates

v2 fluctuations. All the results for non-flow and comparison of v2 fluctuations in data with

eccentricity fluctuations in the models have been made using elliptic flow measurement

of like-sign charged particles and these may be better used to check the consistency of

eccentricity models with the data.
(a)

(a) (b)

(c)
(d)

Figure 6.21: (Top Panel) Comparison of the v2{2} calculated from like-sign (LS) tracks
and from charge independent (CI) studies for (a) Au+Au 200 and 62.4 GeV (b) Cu+Cu
200 and 62.4 GeV. (Bottom Panel) Similar comparison for v2{4} (c) Au+Au 200 and 62.4
GeV (d) Cu+Cu 200 and 62.4 GeV.
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6.6.2 Comparison With Models

We compare our v2{2} and v2{4} results wih three different eccentricity models (viz.,

Monte-Carlo Glauber model with Nucleons as Participants (MCG-N), Monte-Carlo Glauber

model with Quarks as Participants (MCG-Q) and Color Glass Condensate based Monte-

Carlo model (fKLN-CGC)) for the initial eccentricity in heavy-ion collisions.

(a)

(a) (b)

(c) (d)

Figure 6.22: v2{2}2 − v2{4}2 vs. σε, fluctuations in εstd for MCG-N, MCG-Q and fKLN-
CGC models for (a) Au+Au 200 GeV (b) Au+Au 62.4 GeV (c) Cu+Cu 200 GeV (d)
Cu+Cu 62.4 GeV.

Firstly, we compare our elliptic flow results with the eccentricity models without in-

voking any assumption. Fig. 6.22 shows the variation of difference v2{2}2 − v2{4}2 with

eccentricity fluctuations (σε) in εstd calculated for different models for Au+Au and Cu+Cu

collisions at 200 and 62.4 GeV as indicated in figures. It is seen that v2{2}2−v2{4}2 scales

linearly with the eccentricity fluctuations indicating v2 fluctuations may be due to the ec-

centricity fluctuations. Figure 6.23 shows the similar plots for three eccentricity models

as indicated in the figures. We notice that the variation of v2{2}2− v2{4}2 is independent

of system-size within errors bars. Figure 6.24 shows the variation of v2{2} with εpart from

eccentricity models, v2{2} increases with εpart for Au+Au and Cu+Cu collisions at 200
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(a) (b)

(c)

Figure 6.23: Comparison of v2{2}2 − v2{4}2 with σε for Au+Au and Cu+Cu collisions
at 200 and 62.4 GeV with σε from the eccentricity models (a) MCG-N (b) MCG-Q (c)
fKLN-CGC.

and 62.4 GeV. v2{2} nearly becomes independent of εpart for the most peripheral collisions

in Au+Au collisions at both the energies.

6.6.3 Upper Limit on v2 Fluctuations

In order to compare our data with models for eccentricity fluctuations we compare σv2/v2

to σε/ε. From the two- and four-particle cumulant data however, we can’t uniquely

determine the value of σv2 since v2{2}2 − v2{4}2 ≈ δ2 + 2σv2 . However, we can derive

an upper limit to the ratio σv2/v2 by setting δ2 = 0. This amounts to assuming that the

difference between the second and fourth order cumulant is dominated by v2 fluctuations.

For the Gaussian form of the fluctuations the parameters 〈v〉, σv2 and δ2 are correlated

according to [25]:

v2{2}2 = 〈v〉2 + σ2
v2

+ δ2 (6.12)

v2{4}2 =
√
〈v〉4 − 2〈v〉2σ2

v2
− σ4

v2
≈ 〈v〉2 − σ2

v2
(6.13)
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(a)

(a) (b)

(c) (d)

Figure 6.24: v2{2}2 − v2{4}2 vs. σε for (a) Au+Au 200 GeV (b) Au+Au 62.4 GeV (c)
Cu+Cu 200 GeV (d) Cu+Cu 62.4 GeV, σε taken from MCG-N, MCG-Q and fKLN-CGC
models.

For convenience, we define two parameters Σ and ∆ using the Eq. (6.12) and Eq. (6.13)

Σ =
v2{2}2 + v2{4}2

2
=
δ2

2
+ 〈v〉2 (6.14)

∆ =
v2{2}2 − v2{4}2

2
=
δ2

2
+ σ2

v2
(6.15)

Taking δ2 = 0 in the above equations, the ratio

√√√√v2{2}2 − v2{4}2

v2{2}2 + v2{4}2
, (6.16)

becomes an upper limit to the ratio σv2/〈v2〉 where, in the case that v2 fluctuations are

dominated by eccentricity fluctuations, 〈v2〉 is the average v2 relative to the participant

axis. The σv/v from the data has been compared with σε/ε from the models. Under the

assumption v2 ∝ ε, the σε/ε derived from the models as:

σ2
ε

ε2
=
ε{2}2 − ε{4}2

ε{2}2 + ε{4}2
(6.17)
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(a) (b)

(c) (d)

Figure 6.25: The upper limit on σv/v found using the LS results for v2{2} compared to
σε/ε from three different eccentricity models for (a) Au+Au 200 GeV (b) Au+Au 62.4
GeV (c) Cu+Cu 200 GeV (d) Cu+Cu 62.4 GeV.

where ε{2}2 = 〈ε2
part〉 and ε{4}4 = −〈ε4

part〉+ 2〈ε2
part〉2, εpart is the eccentricity calculated

in the participant plane.

Figure 6.25 shows variation of
√

v2{2}2−v2{4}2
v2{2}2+v2{4}2 with charged hadron multiplicity for

Au+Au and Cu+Cu collisions at 200 and 62.4 GeV centre of mass energies. The data is

compared to σε/ε for the three different eccentricity models. The centrality in the models

is defined using multiplicity so that the model calculations include bin width effects and

impact parameter fluctuations. The ratio for the MCG-N model rises quickly with cen-

trality for Au+Au 200 and 62.4 GeV collisions and then overshoots the upper-limit in the

most central collisions. The MCG-Q model approaches the upper limit in central collisions

but never exceeds it. The fKLN-CGC model has smallest values and is well below the
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upper limit for the entire centrality range. The fact that the MCG-N and MCG-Q models

reach upper limit and in some cases exceed the upper limit means that for those models

to be correct, non-flow should be small and in some cases negative. The upper limit on

v2 fluctuations for Cu+Cu collisions is larger than for Au+Au and lie near unity. All the

models fall below the upper limit and differences between the models are small.

6.6.4 Non-Flow (δ2) Using Eccentricity Models

It has been learnt from the previous analyses that the non-flow and v2 fluctuations are

not separable and cannot be measured independently. Therefore, the non-flow has been

calculated by alternate approach using the eccentricity from three eccentricity models,

viz., MCG-N, MCG-Q and fKLN-CGC. The v2{2}2 and v2{4}2 are related to non-flow

(δ2) and v2 fluctuations (σv2) through the relation

v2{2}2 − v2{4}2 ≈ δ2 + 2σ2
v2
. (6.18)

The non-flow from the above equation has been calculated under the assumption that

eccentricity fluctuations lead to the v2 fluctuations, i.e.,

σv2 ≈ v2
σε
ε
. (6.19)

where σv and σε are fluctuations in elliptic flow and initial state eccentricity, respec-

tively.

Using the assumption in Eq. (6.19) and solving Eqs. 6.14 and 6.15 non-flow can be

derived as below.

Σ =
δ2

2
+ 〈v〉2 (6.20)

∆ =
δ2

2
+ σ2

v2
(6.21)

σ2
v2

〈v〉2
=
σ2
ε

ε2
=

∆− δ2/2

Σ− δ2/2
(6.22)
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(a)

(b)

(c)

Figure 6.26: Multiplicity scaled non-flow for Au+Au and Cu+Cu collisions at 200 and
62.4 GeV by taking the eccentricity fluctuations from (a) MCG-N model (b) MCG-Q
model (c) fKLN-CGC model.

δ2

2
=

∆− σ2
ε

ε2
Σ

1− σ2
ε

ε2

(6.23)

The Eq. (6.23) is used to calculate non-flow for Glauber models and CGC model.

In the absence of new physics, the term δ2 will vary with event multiplicity as 1/M .

To cancel out the combinatorial 1/M dependence we scale δ2 by the number of charged

hadrons within |η| < 0.5 dNch/dη.
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Figure 6.26 shows the like-sign dNch
dη

δ2 that is required if Monte-Carlo Glauber model

with Nucleons as Participants (MCG-N), Monte-Carlo Glauber model with Quarks as Par-

ticipants (MCG-Q) and fKLN-CGC model give the correct description of the eccentricity

fluctuations and if eccentricity fluctuations dominate v2 fluctuations. Within errors, dNch
dη

δ2

is the same in Cu+Cu collisions and Au+Au collisions at the same energies and event

multiplicities. The value of dNch
dη

δ2 (Fig. 6.26 (a)) required by MCG-N model falls with

centrality and becomes negative for the most central Au+Au collisions. For this model

of eccentricity fluctuations to be valid, the non-flow in central Au+Au collisions should

be slightly negative. In case other sources besides eccentricity fluctuations contribute to

v2 fluctuations, the inferred non-flow should become even smaller. The smaller relative

fluctuations for the Constituent Quark Participant model means this model would be con-

sistent with larger non-flow (Fig. 6.26 (b)) values than the Nucleon Participant model.

The required non-flow values are positive at all measured multiplicities. Figure 6.26 (c)

shows dNch
dη

δ2 from the fKLN-CGC model. This model has a larger average eccentricity

and smaller eccentricity fluctuations than the other models leading to the smallest relative

fluctuations of the three models. The multiplicity scaled non-flow is larger for 200 GeV

collisions than 62.4 GeV collisions and Cu+Cu collisions seem to have the same non-flow

values as Au+Au when they are compared at the same multiplicity. The multiplicity scaled

non-flow implied by the fKLN-CGC eccentricity model increases with centrality. The rate

of increase seems to be largest in the peripheral region and then levels off somewhat.

6.6.5 Eccentricity Scaled v2

In this section, we show the ratio 〈v2〉/〈ε〉 for the three models of eccentricity. Taking

v2 ∝ ε, implies 〈v2〉/〈ε〉 ≈ v2{4}/ε{4}. In Fig. 6.27 shows the variation of v2{4}/ε{4}

with charged particle multiplicity for Au+Au and Cu+Cu collisions at 200 and 62.4 GeV.

The ratio seems to depend primarily on multiplicity for different systems and energies.

Only the fKLN-CGC model displays a saturation of v2/ε for
dNch
dη

> 300. The Monte

Carlo Glauber model with Nucleon Participants shows steepest increase in v2/ε while the

Constituent Quark model is intermediate between the sharp rise of the Nucleon Partici-
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(a)

(b)

(c)

Figure 6.27: The eccentricity scaled v2 for 200 and 62.4 GeV, Au+Au and Cu+Cu colli-
sions with eccentricity taken from (a) MCG-N model (b) MCG-Q model (c) fKLN-CGC
model.

pant model and the fKLN-CGC model. The hydrodynamical approximation v2 ∝ ε [26]

have been observed experimentally (Figs. 6.22 - 6.24) and saturation of v2/ε for mid cen-

tral collisions is strongly violated for the Nucleon Participant model implying that if the

Nucleon Participant model is the correct eccentricity model, then the collisions at RHIC
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are far from the ideal hydrodynamic limit. The fKLN-CGC model and Constituent Quark

model imply that v2 saturates or nearly saturates in central Au+Au collisions.

6.7 Conclusions

We presented STAR measurements of two- and four-particle v2 cumulants (v2{2} and

v2{4}) for Au+Au and Cu+Cu collisions at
√
s
NN

=200 and 62.4 GeV alongwith the differ-

ence v2{2}2−v2{4}2 ≈ δ2 + 2σv2 ≡ σ2
tot for charge-independent and like-sign combinations

of particles. The difference v2{2}2 − v2{4}2 increases with beam energy for both Cu+Cu

and Au+Au collisions. For a given
√
sNN and particle multiplicity, v2{2}2−v2{4}2 values

are the same in Cu+Cu and Au+Au collisions within errors. Although the value of v2

fluctuations could not be uniquely determined, v2{2} and v2{4} were used to obtain an

upper-limit on the ratio σv2/v2. The eccentricity fluctuations from the MCG-N model are

larger than the upper-limit from data for central Au+Au collisions but the MCG-Q and

fKLN-CGC eccentricity models fall within the presented limit. To further investigate the

models we calculated the value of the non-flow δ2 implied by the models for eccentricity

fluctuations under the assumption that σv2/v2 = σε/ε. The non-flow values implied by the

fKLN-CGC model are larger than those from either of the Monte Carlo Glauber models.

The non-flow implied by the fluctuations in the MCG models becomes negative for central

Au+Au collisions. This analysis challenges the models to describe all features of the data

including both v2 fluctuations and various correlations data. We presented v2/ε for the

three different eccentricity models and found that the fKLN-CGC model for eccentricity

leads to a saturation of v2/ε for Au+Au collisions with
dNch
dη

> 300 while v2/ε is rising

steeply at all centralities when the MCG-N model is used for ε. The saturation of v2/ε

for the fKLN-CGC eccentricity model is consistent with a nearly perfect hydrodynamic

behavior for heavy-ion collisions at RHIC.
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